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The monic generator of the ideal of $\mathbb{C}[s]$ of such $b(s)$ is called the Bernstein-Sato polynomial, or the b-function of $h$, and it is denoted by $b_{h}(s)$.
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The $b$-function of $h$ appears as the minimal polynomial of the action of $s$ on $\mathscr{D}[s] h^{s} / \mathscr{D}[s] h h^{s}$.
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$(* *)$ But the operator $P(s)$ in the Bernstein relation $b(k) h^{k}=P(k)\left(h^{k+1}\right)$ becomes highly complicated!
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(3) (N-M) For a free divisor: linear Jacobian type $\Leftrightarrow$ strongly Koszul $\Rightarrow$ Koszul.

## Linear free divisors

## Linear free divisors

Definition (Buchweitz-Mond): A reduced hypersurface $D \subset \mathbb{C}^{d}$ is a linear free divisor (LFD) if the (coherent) sheaf of logarithmic vector fields with respect to $D, \operatorname{Der}(-\log D)$, has a global basis of homogeneous vector fields of degree 0 , i.e. linear combination of the partial derivatives with coefficient linear forms.

## Linear free divisors

Definition (Buchweitz-Mond): A reduced hypersurface $D \subset \mathbb{C}^{d}$ is a linear free divisor (LFD) if the (coherent) sheaf of logarithmic vector fields with respect to $D$, $\operatorname{Der}(-\log D)$, has a global basis of homogeneous vector fields of degree 0 , i.e. linear combination of the partial derivatives with coefficient linear forms.

Discriminants of quiver representations produce many interesting examples of LFD.

## Linear free divisors

Definition (Buchweitz-Mond): A reduced hypersurface $D \subset \mathbb{C}^{d}$ is a linear free divisor ( $L F D$ ) if the (coherent) sheaf of logarithmic vector fields with respect to $D, \operatorname{Der}(-\log D)$, has a global basis of homogeneous vector fields of degree 0 , i.e. linear combination of the partial derivatives with coefficient linear forms.

Discriminants of quiver representations produce many interesting examples of LFD.

Any LFD $D \subset \mathbb{C}^{d}$ determines an algebraic group $G \subset$ $\mathrm{GL}(d, \mathbb{C})$ in such a way that LFD are special cases of discriminant of prehomogeneous vector spaces (PHVS) (Sato).

## Linear free divisors

Definition (Buchweitz-Mond): A reduced hypersurface $D \subset \mathbb{C}^{d}$ is a linear free divisor ( $L F D$ ) if the (coherent) sheaf of logarithmic vector fields with respect to $D, \operatorname{Der}(-\log D)$, has a global basis of homogeneous vector fields of degree 0 , i.e. linear combination of the partial derivatives with coefficient linear forms.

Discriminants of quiver representations produce many interesting examples of LFD.

Any LFD $D \subset \mathbb{C}^{d}$ determines an algebraic group $G \subset$ $\operatorname{GL}(d, \mathbb{C})$ in such a way that LFD are special cases of discriminant of prehomogeneous vector spaces (PHVS) (Sato).

Granger and Schulze (2010) have defined a generalization of LFD which are certain non-reduced discriminants of PHVS: the prehomogeneous determinants.

## Linear free divisors

Definition (Buchweitz-Mond): A reduced hypersurface $D \subset \mathbb{C}^{d}$ is a linear free divisor (LFD) if the (coherent) sheaf of logarithmic vector fields with respect to $D, \operatorname{Der}(-\log D)$, has a global basis of homogeneous vector fields of degree 0 , i.e. linear combination of the partial derivatives with coefficient linear forms.

Discriminants of quiver representations produce many interesting examples of LFD.

Any LFD $D \subset \mathbb{C}^{d}$ determines an algebraic group $G \subset$ $\operatorname{GL}(d, \mathbb{C})$ in such a way that LFD are special cases of discriminant of prehomogeneous vector spaces (PHVS) (Sato).

Granger and Schulze (2010) have defined a generalization of LFD which are certain non-reduced discriminants of PHVS: the prehomogeneous determinants.
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THEOREM: Let $(D, 0) \subset\left(\mathbb{C}^{d}, 0\right)$ be a germ of free divisor with reduced equation $h=0$. Assume that the following hypothesis holds:
(*) The $\mathscr{D}[s]$-module $\mathscr{D}[s] h^{s}$ admits a Spencer logarithmic free resolution.
Then, the $b$-function of $h$ satisfies the symmetry
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Hypothesis $(\star)$ is rather technical. But free divisors of linear Jacobian type (in particular, locally quasi-homogeneous free divisors) satisfy ( $\star$ ).
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# Happy birthday for Terry and Bill, and thank you! 

