
Skein theoretic idempotents of Hecke algebras andquantum group invariants.
Thesis submitted in accordancewith the requirements of theUniversity of Liverpoolfor the degree ofDoctor in PhilosophybyAnna Katharine Aiston.February 1996.



Anna Katharine AistonSkein theoretic idempotents of Hecke algebrasand quantum group invariants.Abstract.This thesis examines the connections between the quantum group invariantsfor the quantum groups Uq(sl(N)) and the Hom
y skein of the annulus.A Gyoja [G] constructed idempotent elements of the Hecke algebras of type Awhich specialise to the Young symmetrisers of the group algebra of the symmetricgroup CSn. We construct skein theoretic versions of these idempotents. For eachYoung diagram � we construct an element of the Hom
y skein of the annulusQ� for which J(L;V�1 ; : : : ; V�k) = XN(L1 �Q�1 t � � � t Lk �Q�k)where J(L;V�1 ; : : : ; V�k) is the Uq(sl(N))-invariant of a link L coloured by therepresentations V�1 , : : :, V�k , XN is obtained from the framed Hom
y polynomialby making (N dependent) substitutions for the variables of the Hom
y polyno-mial in terms of q and L1 �Q�1 t � � � t Lk �Q�k is a satellite of the link L. Weshow that if we evaluate XN when q a primitive root of unity we can restrictour attention to a limited set of colours among which we identify an element
r. If every component of a link is coloured by 
r then we can normalise XN toproduce a 3-manifold invariant.
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Introduction.
The motivation for this thesis is to describe algebraic results about quantumgroup invariants combinatorially using the language of linear skein theory.Quantum groups were discovered in 1985 by Drinfel'd [D1] and independentlyby Jimbo [Ji1]. They can be thought of as 1-parameter deformations of Lie alge-bras. In this thesis we are interested only with the quantum groups Uq(sl(N)),derived from the Lie algebras sl(N). Kulish and Reshetikhin [KR] producedlink invariants which generalised the Jones polynomial, using representations ofthe quantum group Uq(sl(2)). Reshetikhin and Turaev [RT1] generalised themethod, producing knot invariants from any quantum group. These invariantsdepend on the isotopy class of the link and a choice of colouring. A colour isa representation of the quantum group and a colouring is a choice of colour foreach component of the link. We identify a fundamental colour, an irreduciblerepresentation for which every other irreducible representation is a summand ofsome tensor power.Meanwhile, several groups [FYHLMO, PT] had introduced a 2-variable poly-nomial, now called the Hom
y polynomial. The Jones polynomial can be ob-tained from the Hom
y polynomial by making substitutions for the two variables.The Hom
y polynomial can be described combinatorially but turns out to beclosely related to the quantum group invariants for the quantum group Uq(sl(N)).Turaev [T1] showed that upon appropriate substitutions for the variables, theUq(sl(N))-invariants of a link can be calculated directly from the Hom
y polyno-mial if the fundamental colour is applied to every component of the link. Thus,we have a connection between the algebraic world of quantum groups and thecombinatorial world of the Hom
y polynomial.In this thesis we calculate patterns (link diagrams in an annulus) that allow usto calculate the Uq(sl(N)) invariants of a link L with any colouring by calculatingthe Hom
y polynomial of an appropriate satellite of L.6



The contents of this thesis can be summarised as follows.Chapter 1 covers some of the de�nitions of classical knot theory relevant tothis thesis.Chapter 2 is an introduction to the combinatorial theory underpinning theresults of subsequent chapters. We de�ne the Hom
y polynomial and derivethe framed Hom
y polynomial. We discuss the skein theory associated with theframed Hom
y polynomial. The second half of this chapter is devoted to thecombinatorial properties of Young diagrams. These will be used in Chapter 3to describe the representation ring of the quantum group Uq(sl(N)) for genericvalues of q.In Chapter 3, Hopf algebras are discussed and the quantum group Uq(sl(N))is de�ned. The irreducible representations of Uq(sl(N)) are indexed by the Youngdiagrams with fewer than N rows. We demonstrate how to construct knot in-variants from quantum groups. We �nish by stating Turaev's theorem whichrelates the quantum invariants of Uq(sl(N)) with fundamental colouring and theframed Hom
y polynomial.Chapter 4 is the main body of the thesis. Here we discuss Hecke algebras oftype A and their connections with the Hom
y skein theory of Chapter 2. Gyoja[G] gave an algebraic construction for idempotent elements of the Hecke algebraand we use the connections with skein theory to give versions of these elements aslinear combinations of braids. We prove that these idempotents, interpreted asendomorphisms of tensor powers of the fundamental representation of Uq(sl(N)),are the projection maps onto the irreducible summands. We denote the closureof the projector onto the irreducible module indexed by the Young diagram �by Q�. The Q� provide the patterns required to calculate the the Uq(sl(N))-invariant of a knot coloured by the irreducible module V� in terms of the framedHom
y polynomial of the satellite knot K �Q�. We de�ne XN to be the framedHom
y polynomial with the substitution of variables required to equate it withthe quantum invariants for Uq(sl(N)). We show that the Q� work for all N atonce. We demonstrate that the Q� satisfy the product rules of the ring of Youngdiagrams, in particular, that they are given by the Giambelli formula for �.In Chapter 5 we extend link invariants to invariants of 3-manifolds. It wasshown by Lickorish [Li1] that every 3-manifold can be obtained from a framedlink by surgery. We evaluate XN when q is a primitive rth root of unity. Wedemonstrate that we can work with a restricted set of linear combinations of7



colours which form a �nite dimensional vector space. The �nite dimensionalityallows us to de�ne a colour 
r for which XN behaves nicely under the Kirbymoves. Hence, we can derive a 3-manifold invariant from XN by appropriatenormalisation. WhenN = 2, Morton and Strickland [MS] showed that evaluationat a root of unity gives rise to a 3-manifold invariant which is equivalent to the3-manifold invariant of Reshetikhin and Turaev [RT2]. This chapter extends theideas of [MS] to all values of N .
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Chapter 1The preliminaries.
1.1 Introduction.In this chapter we look at some of the classical theory of knots. Much of thedetail can be found in the books by Burde and Zieschang [BZ], Rolfsen [Ro] andAdams [Ad]. The �rst two books have the 
avour of algebraic topology, whereasthe third book is more elementary.We introduce the concepts required for the subsequent chapters.1.2 Basic De�nitions.1.2.1 De�nitions.A topological knot is an embedding of the circle, S1 into IR3 or S3.A link L, with jLj components, is an embedding of jLj copies of S1 into IR3or S3. We will denote a link with k components by L = L1 t L2 t � � � t Lk. Wecall the link oriented if each component of L has an orientation.Given two embeddings f0,f1 : S1 ! S3 we say that they are isotopic if thereexists an embedding F : S1 � I ! S3 � I such that F (x; t) = (f(x; t); t), forx 2 S1, t 2 I = [0; 1] with f(x; 0) = f0(x) and f(x; 1) = f1(x).The two embeddings are ambient isotopic if there is a level preserving isotopy9



H : S3� I ! S3� I, with H(y; t) = (ht(y); t), where f1 = h1 � f0 and h0 = id. Ifthe knots are oriented we further require that the isotopy preserves orientation.These de�nitions are extended to links in the obvious way.We will call two links equivalent if they are ambient isotopic.To avoid pathological behaviour, we shall restrict ourselves to the category ofpiecewise linear (p-l) links, i.e. to links which are ambient isotopic to a collectionof simple closed polygons in IR3 or S3. Such links are called tame.We adjust our de�nitions of isotopy and ambient isotopy to insist that themappings f(x; t) and ht must be p-l embeddings for all t.We shall call two p-l knots p-l equivalent if they are p-l ambient isotopic.1.2.2 Notes.The de�nition of ambient isotopy prevents us from \unknotting" the knot bypulling it tight, as in the diagram below.
Obviously if we were allowed to do this then the subject of knot theory wouldbe much simpler.Two tame knots are ambient isotopic if and only if they are p-l ambientisotopic. Hence, for tame knots the two relations are the same.From now on, we shall assume that we are working in the piecewise linearcategory. The pre�x piecewise linear will be omitted.1.2.3 De�nitions.A link diagram is a projection of a link, along a given direction, on to a plane.The image must have only a �nite number of singular points, each a transversedouble point with the over and under crossings distinguished.We will de�ne the sign of a crossing, "(c), by the prescription10



" = +1 " = �11.2.4 Theorem.[Re]Let D and D0 be diagrams of links L and L0. The links L and L0 are equivalent ifand only if D0 can be obtained from D by applying a �nite number of the movesdescribed below.
R I R I

R II

R III

We shall call these the Reidemeister moves I, II and III.Proof. A proof of this Theorem can be found in [BZ].1.2.5 De�nition.Fix a particular diagram of an oriented link L and let L1 and L2 be two compo-nents of L. The linking number, lk(L1; L2), of the two components is de�ned tobe lk(L1; L2) =Xc "(c) :where the sum is taken over the crossings, c, of L1 over L2 and "(c) = �1 is thesign of the crossing, c.
11



1.2.6 Proposition.Linking number is an ambient isotopy invariant of oriented links andlk(L1; L2) = lk(L2; L1) :The linking number is unchanged if we reverse the orientation of both compo-nents and switches sign if we reverse the orientation of one of the components.Proof. Consider how the linking number changes under the three Rei-demeister moves. The RI move only involves one component, so the linkingnumber is unchanged. The number of crossings and their signs are unchangedunder RIII and therefore so is linking number. With the RII move, two cross-ings are created (or removed). However, they appear with opposite sign so thereis no net change in the linking number.To see the second statement, view the diagram from below. Each crossing ofL1 over L2 becomes a crossing of L2 over L1 with the same sign.The last two statements can be shown by considering what happens to thesign of a crossing if the orientation of one or both strings is reversed.1.2.7 De�nition.A framed link is a link L with a chosen parallel curve for each component. If thelink is oriented the parallel curves inherit their orientations from the components.Below we give two examples of framed trefoil knots.
In this thesis all framed link diagrams will be assumed to have blackboard framing(i.e. the parallel curve will be assumed to lie in the plane of the paper). Withthis assumption a framed knot will be uniquely determined by its diagram. Ourprevious examples will therefore be drawn as follows:

:12



1.2.8 De�nition.Two framed knots are said to be regularly isotopic (or framed equivalent) if theyare ambient isotopic and the linking numbers of the parallel curves with the linkcomponents agree.Obviously, although our two examples are ambient isotopic they are notframed equivalent, since the linking number of the knot and its parallel is +3 forthe knot on the left and +2 for the one on the right.Most of the link invariants we are concerned with in this thesis are regularisotopy invariants. The following Proposition expresses regular isotopy in termsof Reidemeister moves. This interpretation of regular isotopy is the one that wewill use in subsequent chapters.1.2.9 Proposition.Two framed links are equivalent if their diagrams are related by a series of RIIand RIII moves and the following move=Proof. Firstly we rule out the �rst Reidemeister move, on the groundsthat it changes the linking number of the component with its parallel. Fromthe pictures below it is easy to see that adding the full curl adjusts the linkingnumber by �1. = 6= :The linking number remains unchanged under RII and RIII using similar rea-soning to that in the proof of Proposition 1.2.6.In fact we can switch a curl from one side of the string to the other usingRII and RIII.We use the Whitney trick, shown in Figure 1.1, to cancel curls of oppositesign which occur on the opposite sides of a string.13



Figure 1.1: The Whitney trick for introducing or cancelling curls.If we have two curls of opposite sign on the same side of a string, then we cancancel them by considering the link as a whole. We can pass the string underevery other crossing in the link using RII and RIII, as shown below.= :Therefore, if L is a link, with two adjacent curls of opposite sign on the sameside of the string, we can proceed as followsL =
=
= :14



Note that we have used only RII and RIII moves to achieve this. We can,therefore add or remove pairs of curls with opposite sign at will and preserve theregular isotopy class of a link diagram. Hence,
= = :Thus, moving a curl from one side of the string to the other can be achievedin a �nite number of RII and RIII moves. Therefore if two link diagrams areregular isotopic, we can obtain one from the other in a �nite number of RII andRIII moves.1.2.10 De�nition.Let D be a diagram of a link L. The writhe, !(D), is the signed crossing numberof the diagram, i.e. !(D) = Pc "(c) over the crossings in D.Writhe is an invariant of framed links. The proof of this fact is very similarto that for Proposition 1.2.6 concerning linking numbers. For a knot diagramthe writhe is equal to the linking number of the framed knot with its parallelcurve. This number is sometimes called the framing of the knot.1.3 Braids.1.3.1 De�nition.Let I denote the unit interval [0; 1]. Consider the cube I � I � I. Fix n pairs ofpoints, namely (1=2; i=(n+1); 0) and (1=2; i=(n+1); 1) for i = 1 : : : n. We de�nea braid on n strings to be the following. Attach a string to each of the n points(1=2; i=n + 1; 1). The other end of the string is attached to (1=2; j=n+ 1; 0) forsome j = 1 : : : n. We insist no two strings are attached to the same point. Wefurther insist that the strings can't turn back on themselves at any point i.e. forany t 2 [0; 1] each string intersects the plane z = t exactly once.Two braids are equivalent if one can be obtained from the other by a �nitenumber of RII and RIII moves, relative to the �xed boundary points.15



1.3.2 Proposition.[A]The set of all n-string braids forms a group, Bn, under product. The product oftwo braids, B and C, is given by concatenation, as in the �gure below.BC = B

CNotice that we are taking multiplication on the right rather than the left.The braid group has a presentation* �i i = 1; : : : n� 1 ����� �i�j = �j�i ji� jj > 1�i�i+1�i = �i+1�i�i+1 +where �i corresponds to the braid where the (i+ 1)st string crosses over the ithstring and no other strings cross.
......Pictorially, the second set of relations is a version of the third Reidemeister move,= :1.3.3 De�nition.For each permutation � 2 Sn, we will de�ne an n-braid !� called a positivepermutation braid. It is uniquely determined by the following properties :1. All strings are oriented from top to bottom.2. String i joins the point numbered i at the top of the braid to the pointnumbered �(i) at the bottom of the braid.3. All the crossings occur with positive sign.4. The ith and the jth strings cross at most once.16



We can think of the braid as sitting in layers, with the �rst string at the backand the nth string at the front.We will de�ne the negative permutation braid in exactly the same manner asthe positive permutation braid except that we will demand that all the crossingbe negative. We shall denote this braid by !�1� .Note that, perversely, !�!�1� 6= 1 in general but, !�!�1��1 will always be theidentity braid. For example if � = (431) 2 S4 then!� = !�1� =
!��1 =1.3.4 Comment.The positive permutation braids were �rst identi�ed by Elrifai and Morton [EM].Morton and Traczyk [MT] showed that they form a basis for the Hecke algebra.They will be the elements from which we will build our idempotent elements inChapter 4.1.4 New knots from old.1.4.1 De�nition.Let P be a knot contained in a standardly embedded solid torus T . A disc in Tis called a meridinal disc if it bounds a meridian. We require P to be essentialin T (P must intersect every meridinal disc of T ). Let C be a knot in S3 andlet T 0 be a tubular neighbourhood of C. Let h : T ! T 0 be a homeomorphism.Then h(P ) is a satellite knot with companion C and pattern P .

17



1.4.2 Remarks.In some de�nitions there is the further requirement that h is faithful (i.e. htakes the preferred meridian and longitude of T onto the preferred meridianand longitude of T 0). This would determine the satellite of C uniquely for agiven pattern. However, there is an alternative de�nition which de�nes thesatellite for a framed companion knot. The framing determines the choice ofhomeomorphism in the previous de�nition by identifying a preferred curve on T 0to which the longitude of T should be mapped, therefore, it is essential to havean agreed framing on the companion knot. Let C be a framed knot and P bea knot diagram in an annulus. The parallel of C determines an embedding ofan annulus in S3. Let S be the image of P under the embedding. We call S asatellite knot. The knot C is called the companion knot and P is known as thepattern. The knot S will sometimes be denoted as C � P .If the pattern P is framed then S will be framed, inheriting its framing fromP . The condition that h is faithful corresponds to the requirement that the knotC has zero framing in this de�nition. The example in Figure 1.2 is of a satelliteof the �gure of eight knot. This satellite construction lies at the heart of the

Figure 1.2: A satellite of the �gure-eight knot with framing �1.connection between quantum invariants of coloured links and the framed Hom
ypolynomial. In Chapter 4, we calculate a pattern, Q, for each colour, V , andshow that the quantum invariant of a knot, K coloured by V is equal to theframed Hom
y polynomial of the satellite K �Q.18



Chapter 2Combinatorial results.
2.1 Introduction.We �rst discuss the Hom
y polynomial and some basic skein theory. Connectionsbetween these and the quantum invariants of links will be established in Chapter3. We then look at partitions and Young diagrams. The approach is combina-torial, making use of the connections between Young diagrams and symmetricpolynomials. I.G. Macdonald gives a detailed account of the theory of symmetricfunctions and their connections with Young diagrams in [Mac].We describe a ring structure on the set of Young diagrams, set up to re
ectthe representation theory of the Lie algebra sl(N) and its quantum envelopingalgebra, which will be discussed in Chapter 3. Connections with the representa-tion theory of the group algebra CSn and the Hecke algebras of type A will beestablished in Chapter 4.2.2 The Hom
y polynomial.2.2.1 De�nition.The Hom
y polynomial, P (L) 2 C[v�1; z�1], is an ambient isotopy invariant ofan oriented link L which is multiplicative over distant union. It was discovered19



by several groups; [FYHLMO, PT].It is determined up to a scalar multiple by the skein relationv�1 P (L+)� vP (L�) = zP (L0) :where L+, L� and L0 are oriented links which di�er only in the disc indicatedbelow. L+ L� L0We normalise P by setting the value of the Hom
y polynomial for the emptylink to be 1 (rather than the more usual normalisation, P ( ) = 1.) As a directconsequence of the skein relationP (L t O) = v�1 � vz P (L) ;where L t O denotes the link L together with a distant simple closed curve.We will often write skein relations schematically. For example we can describethe skein relation of the Hom
y polynomial pictorially asv�1 P � � � v P � � = z P � � :The Hom
y polynomial is invariant under all three Reidemeister moves, althoughthis can't be proved directly from the skein relation.If, instead, we require a regular isotopy invariant we must modify the Hom
ypolynomial to take account of changes in the writhe of a link. We will work withX (L) 2 C[x�1; v�1; z�1], which is an invariant of framed oriented links. We willcall X the framed Hom
y polynomial. Discussion of this invariant can be foundin sections 18 and 19, Chapter 6 of Kau�man's book [K1] and also in [M2].It is constructed from the Hom
y polynomial by extending the coe�cientring to include an indeterminate x and setting X (L) = (xv�1)!(D)P (L), where!(D) is the writhe of the knot diagram. The following relation, therefore, holdsX � � = (xv�1)X  ! :The skein relation needs to be adjusted to take account of this curl relation. Theframed skein relation isx�1 X � � � xX � � = z X � � :20



Set z = s� s�1 and � = (v�1 � v)=z. Following Morton and Traczyk, [MT], wewill set � to be a quotient of the ring of polynomials in x�1, v�1, z and �,� = C[x�1; v�1; z; �]= < v�1 � v = �z > :It is easy to see from its construction that the framed Hom
y polynomial is anelement of �. The variable � is introduced to keep track of the occurrences ofz�1 and allows for specialisations of � in which z is mapped to 0.2.2.2 Notation.We will denote the evaluation of P (L)=� at v = 1, by r(L). Note that when wecalculate the Hom
y polynomial we can always reduce diagrams to a collectionof unknots, therefore, P (L) always has a factor of �. The value of r on theunknot is 1, r � � = 1 :(Note that if we had normalised P (v; z) to be 1 on the unknot, then the valueof r(L) would be exactly the Hom
y polynomial evaluated at v = 1.)We can calculate r from X by setting x = v = 1.Since P is an ambient isotopy invariant,r is also an ambient isotopy invariantwhich is polynomial in z. It satis�es the skein relationr � � � r � � = zr � � :From the skein relation, we have0 = r� T S

� � r� T S

� = zr� ST

� :Therefore, if L is a split link then r(L) = 0.2.2.3 Remarks.We introduce r here because we use the fact that it vanishes on split links toprove Proposition 4.8.2. In fact the invariant r is a well known invariant calledthe Conway polynomial. It is closely related to the Alexander polynomial andpre-dates the Hom
y polynomial. We de�ne it in terms of the Hom
y polynomialhere as it will only appear in this context in this thesis. Details of the originalde�nition can be found in J.H. Conway's paper [C].21



2.3 Skein theory.Skein theory was �rst introduced by J.H. Conway, [C]. Here we are interestedin the skein theory associated to the Hom
y polynomial. In particular we areinterested in the skein theory of the annulus and its connections to satellite knots.The Hom
y skein theory is discussed in detail in the work of Lickorish and Millet[LiM, Li2].2.3.1 De�nition.Let F be a planar surface. If F has boundary, we �x a (possibly empty) set ofdistinguished points on the boundary.In this context we de�ne a diagram in F to be a collection of oriented closedcurves and arcs joining the distinguished boundary points, allowing only simplecrossings. Two diagrams are equivalent if one can be obtained from the other bya �nite number of Reidemeister moves II and III.Let D(F ) be the set of �-linear combinations of diagrams in F , up to equiv-alence.2.3.2 Examples.If F = IR2 then D(F ) is the set of �-linear combinations of oriented link dia-grams.Let F = S1 � I be an annulus. In this case D(F ) is the set of linear combi-nations of link diagrams such as the one below.
Set I = [0; 1] and �x integers n and m. Let F = I2 with distinguishedboundary points at (i=(m+1); 0) for i = 1 : : : m and (j=(n+1); 1) for j = 1 : : : n.Then D(F ) will be the set of �-linear combinations of diagrams such as the one22



below, in the case where m = n = 3
We will call such diagrams tangles.More importantly, we shall be concerned with a subset of these diagrams.Firstly we will insist that there are n boundary points at both the top and thebottom of the rectangle. Secondly, we insist that the points at the top are inputsand those at the bottom are outputs. By this, we mean that the strings whichmeet the top of the square are oriented into the square and the strings whichmeet the bottom of the square are oriented out of it. We shall denote the setof such diagrams by D(Rnn) . The set of n-string braids is contained in D(Rnn),however, the diagram above is not an element of D(R33) since two of its stringsturn back on themselves.2.3.3 De�nition.The framed Homf ly skein S(F ) of a planar surface F with a distinguished setof boundary points is the quotient of D(F ) by the relationsx�1 � x = zand = (xv�1) :Again, it is a consequence thatD G = (v�1 � v)z Dwhere is a null-homotopic loop in F .The following de�nition explains how to map the linear skein of one surface,F , into the linear skein of another, F 0.A wiring w of F into F 0 is a choice of inclusion of F into F 0 and a choice ofa �xed diagram of curves and arcs in F 0nF . The boundary of this �xed diagramis the union of the distinguished sets of F and F 0.Examples of this can be found in Examples 2.3.5.23



2.3.4 Theorem.A wiring of F into F 0 induces a linear map of the skein of F into the skein of F 0de�ned by S(w) : S(F ) ! S(F 0)D 7! w(D)where w(D) is the inclusion of the diagram D in the �xed diagram describedabove.Proof. Suppose a collection of diagrams in S(F ) satisfy the skein rela-tions. Since the relations are de�ned locally, the diagrams will continue to satisfythe relations when we extend to S(F 0).In fact we can extend this idea to wiring several surfaces, F1, F2,: : :,Fn intoa surface F . This gives us a multi-linear mapS(F1)� S(F2)� � � � � S(Fn)! S(F )In some of the following examples this idea will be used to turn linear skeinmodules into algebras.2.3.5 Examples.We can wire the rectangle Rnn into the annulus as indicated below.

...
...

...

This element will be called the closure of the tangle. For a tangle T we willdenote its closure by bT .There is an obvious wiring of the annulus into the plane by \forgetting" theannulus. 24



Two copies of the rectangle Rnn can be wired together as follows,
n

n

n :This gives us a bi-linear map S(Rnn)� S(Rnn)! S(Rnn) which de�nes a producton S(Rnn). Therefore, S(Rnn) is an algebra over �.The next example also de�nes a product this time in S(S1 � I). A wiring ofS(S1 � I)� S(S1 � I)! S(S1 � I) is given by the following diagram
The two annuli are stacked one inside the other. This product is obviouslycommutative (lift the inner annulus up and stretch it so that the outer one will�t on the inside of it). Hence S(S1 � I) is a commutative �-algebra.2.3.6 Notation.Let C = S(S1 � I) as a �-algebra. Let C+ be the sub-algebra generated bythe diagrams which have all their strings running anti-clockwise through somemeridian.2.3.7 Theorem.[T2]The framed Hom
y skein C+ is freely generated as an algebra by '+m, m 2 IIN,where '+m is the closure of the braid in the picture below.

. . .

. . .

m

25



2.3.8 CorollaryThe algebra C+ is graded. Let C(n) be the linear space spanned by all the terms('+i1)j1('+i2)j2 � � � ('+ip)jp where Ppk=1 ikjk = n. ThenC+ = 1Mn=0 C(n)(Note that C(n) is the linear space of all diagrams with algebraic intersectionequal to n on some meridional arc.)Proof. By Theorem 2.3.7, every element of C+ is a �-linear combinationof such monomials. Since the elements '+m generate C+ freely as an algebra, themonomials must generate C+ as a �-module.Let c(m) 2 C(m) and c(n) 2 C(n). Without loss of generality we can assumethat they are monomials. Letc(m) = ('+i1)j1('+i2)j2 � � � ('+ip)jp ;with Ppt=1 itjt = m, and c(n) = ('+k1)l1('+k2)l2 � � � ('+kr)lrwith Prt=1 ktlt = n. Thenc(m)c(n) = ('+i1)j1('+i2)j2 � � � ('+ip)jp('+k1)l1('+k2)l2 � � � ('+kr)lr :is a monomial in C(m+n) as required.2.3.9 CommentNote that all the elements of C(n) are linear combinations of terms, each of whichhas exactly n strings running anti-clockwise through some meridian.2.3.10 Theorem.[MT]Let w : S(Rnn) ! S(S1 � I) be the wiring as described in the �rst example inExamples 2.3.5. De�ne W = [n2IINw(S(Rnn))Then W is a sub-algebra of C, namely the sub-algebra C+.26



Proof. It is obvious that W is closed under addition, product and scalarmultiplication. It is also clear that W � C+ since the arcs in the �xed diagramall run round anti-clockwise.To see that C+ � W consider a element c 2 C+. For each term in theexpression c there is a meridian somewhere through which all the strings passin the same direction. If we cut along each of these meridians and open out theresulting rectangles we obtain an element of S(Rnn), for some whole number n,which closes to c as required.2.3.11 Motivation.We can think of C as a collection of patterns for satellite links. In Chapter 3we introduce quantum link invariants, which depend on the link and a choiceof colouring. At the end of Chapter 4 we show that these quantum invariantscan be calculated by �nding the framed Hom
y polynomial of certain satellitesof the link, with an appropriate specialisation of the ring �. Since we are onlyconcerned with the framed Hom
y polynomial of these satellite links and anytwo patterns which are equivalent in C will produce satellite links with the sameframed Hom
y polynomials, we can assume that the patterns are elements of C.In fact, a property of the quantum invariants allows us just to consider patternsin C+.2.4 Partitions.2.4.1 De�nitions.Fix a natural number n 2 IIN. Set � = (�1; �2; � � � ; �k), with �i 2 IIN, Pki=1 �i = nand �1 � �2 � � � � � �k. We call � a partition of n.Often it is stipulated that the �i must be non-zero, however, since we wishto compare partitions of di�erent numbers later, we allow our partitions to havea �nite number of zeros at the end. We will make no distinction between twopartitions which di�er only by a collection of zeros.We shall formally include (0) as a partition of 0.We can represent a partition of n by a Young diagram, a collection of n cells27



arranged in rows, with �1 cells in the �rst row, �2 cells in the second row andso forth. We shall abuse notation by denoting both the partition and its Youngdiagram by �. Note that the Young diagram for (0) is the empty diagram.We de�ne the size of a partition, denoted by j�j = Pi �i, to be the numberof cells in the Young diagram.The conjugate of �, �_, is the partition obtained from � by setting �_i to bethe number of �j � i. In terms of Young diagrams, �_ is the diagram whoserows are the columns of �.Suppose that � is a Young diagram with n cells and T (�) is an assignmentof the numbers 1 to n to the cells of � such that they increase from left to rightand top to bottom. We call T (�) a standard tableau.We can de�ne a total ordering on the set of Young diagrams using the lexico-graphic order. Set � = (�1; � � � ; �k) and � = (�1; � � � ; �m). Let j be the smallestvalue of i for which �i � �i 6= 0. If �j � �j is positive then � > �.Note that we do not insist that � and � are both partitions of the samenatural number or that they have the same number of rows. If k < m we canadd a collection of empty rows to � so that �i � �i is well de�ned for i > k.For a given cell in a Young diagram we de�ne the hook length to be thenumber of cells below it in the same column and to the right of it in the samerow. The cell itself is included in the count.2.4.2 Example.Let � = (4; 2; 1), then j�j = 7. The Young diagram for this partition is� = :It follows that �_ = (3; 2; 1; 1) and has the following Young diagram�_ = :Below we give two examples of standard tableaux for the partition �.
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The diagram below shows the hook lengths for each cell in �.
1

1
1246

3

2.4.3 De�nition.Let each Young diagram determine a vertex of a graph. An edge will join �to � if � can be obtained from � by removing one cell. Figure 2.1 shows thegraph for Young diagrams with up to 7 cells, arranged in increasing size downthe page. This graph is usually used to indicate how irreducible representationsof the Hecke algebra, Hn (respectively CSn) decompose when restricted to rep-resentations of Hn�1 (respectively CSn�1). It is known as a Brattelli diagram.We will return to these topics in Chapter 4.We de�ne two integers, d� and ��, recursively using the graph. Let d2 = 1.The integer �2 is not de�ned. Instead we set � = �1 and � = 1. We thende�ne d� = X d�0�� = X��0where the sum is over all those Young diagrams with one fewer cell which areconnected to � by an edge of the graph. In fact there is a closed formula for d�.2.4.4 Proposition.[FRT]The number of standard tableaux of the Young diagram � is d� andd� = n!Q hook lengths :where j�j = n.
2.5 The ring of Young diagrams.Next we put a ring structure on the set of formal �-linear combinations of Youngdiagrams. It is devised to have the same structure constants as the ring of repre-29



Figure 2.1: The graph of Young diagrams.
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sentations of the Lie algebra sl(N). However, it is de�ned purely combinatoriallyand completely independently of N .We have already mentioned that, in Chapter 3, we introduce quantum in-variants which depend on a coloured link. In fact a colouring is a choice of anelement of this ring for each component of the link. In Chapter 4, therefore, weneed only to construct an element, Q� 2 C+, for each Young diagram �, for whichthe framed Hom
y polynomial of the satellite C �Q� is the quantum invariant ofC coloured by �. Since the Young diagrams span the ring we will then be ableto calculate the quantum invariant of a link with any colouring via the framedHom
y polynomial.2.5.1 De�nitions.The ring of Young diagrams, Y , is de�ned to be the set of formal �-linear combi-nations of Young diagrams where addition is given by formal linear combinationand the product is de�ned by the following formula�� = Xj�j=j�j+j�ja���� :where the structure constants, a���, are the the Littlewood-Richardson coe�cientsThis product is associative and commutative with identity the empty partition.Neither of these properties is obvious from the combinatorics; they follow fromthe representation theory of Lie algebras, described in Proposition 3.4.9.These coe�cients can be calculated combinatorially as the number of waysthe diagram � can be obtained from a strict expansion of � by �, as follows.Let � = (�1; � � � ; �k) and � = (�1; ; � � � ; �m) be two Young diagrams.A �-expansion of � is obtained by �rst adding �1 boxes to �, each labelledwith a 1. No two boxes can be placed in the same column and the result mustbe a legitimate Young diagram. Then add �2 boxes labelled 2 (respecting thesame rules) and continue until you have added �m boxes labelled m. At eachstage no two cells with the same label can appear in the same column.For any given cell, let ni be the number of cells numbered i above and to theright of it (including the cell itself). The expansion is called strict if, for any cell,i < j implies that ni � nj. 31



A clear description of this method of calculating the Littlewood-Richardsoncoe�cients can be found in [J].2.5.2 Remarks.Let Y (n) be the linear space generated by the Young diagrams with exactly ncells, then Y = 1Mn=0Y (n)Note that, with respect to this decomposition, the ring is graded, i.e. if � 2 Y (m)and � 2 Y (n) then �� 2 Y (m+n)2.5.3 Proposition.The ring Y is generated as a polynomial ring by the Young diagrams with asingle column.Proof. The proof goes by induction on the number of columns and thenumber of cells in the �nal column. The empty diagram can be thought of as asingle column with no cells. It is obvious that any Young diagram with a singlecolumns can be written as a polynomial in the Young diagrams with one column.Now, assume that we know the result for all Young diagrams with at mostm columns and fewer than k cells in the last column. Write �_ = (�_1 ; � � � ; �_m)with �_m = k. Let � be the Young diagram obtained from � by removing thelast column. Since � has m� 1 columns, there is an expression for � in terms ofthe diagrams with a single column. Certainly � is a summand of � ck. Since theonly way to add k cells to � to obtain � is to add the ith cell of ck to the ith rowof �, the scalar a�� ck must be 1. Following the rules of strict expansion all theother summands of � ck must have at most m columns and at most k� 1 cells inthe mth column. They, therefore, have an expression in terms of the diagramswith a single column. Thus we have an expression for � in terms of the diagramswith a single column.
32



2.5.4 Remarks.Let ci be the diagram with a single column of i cells. There is a formula whichwill express any Young diagram, �, as a polynomial in the ci, known as theGiambelli formula.If � = (�1; �2; : : : ; �k) is a Young diagram with �1 = m then �_ will have mrows and the formula for � in terms of the ci is given by� = ���������� c�_1 c�_1+1 � � � c�_1+m�1c�_2�1 c�_2 � � � c�_2+m�2... ... . . . ...c�_m�m+1 c�_m�m+2 � � � c�_m
���������� :As there is an obvious symmetry between the rows and columns, it is not toosurprising that there is a similar formula for � in terms of the Young diagramswith one row. Let di denote the Young diagram with one row of i cells, then� = ���������� d�1 d�1+1 � � � d�1+k�1d�2�1 d�2 � � � d�2+k�2... ... . . . ...d�k�k+1 d�k�k+2 � � � d�k
���������� :2.5.5 Notation.We will denote the ring of polynomials in an in�nite number of indeterminatesover �, by R1. R1 = �[c1; c2; � � � ; ci; � � �] :Note that since they are both freely generated �-algebras on a countablyin�nite set of generators, R1 is isomorphic to C+. We shall return to the rela-tionship between these two rings in Chapter 4.2.5.6 Lemma.Let ci be of weight i. The ring R1 is graded by weighted degree. (For de�nitionsof weight and weighted degree see De�nition 5.2.12.)33



Proof. De�ne R(n)1 to be the linear space generated by monomials ofweighted degree n. Every monomial is in R(n)1 for some n. Every polynomial inR1 is a linear combination of these monomials, therefore,R1 = 1Mn=0R(n)1 :Weighted degree behaves additively under multiplication of monomials and itfollows that R1 is graded.2.5.7 Proposition.The ring Y is isomorphic to R1.Proof. De�ne an algebra homomorphism f : R1 ! Y byf : ci 7�! i :This is surjective by Proposition 2.5.3.By de�nition, f : R(n)1 ! Y (n). The Young diagrams with n cells form alinear basis of Y (n). We know that the monomials of weighted degree n are alinear basis for R(n)1 . Since f is surjective they must span Y (n). By Lemma2.5.8, we see that this spanning set has cardinality equal to the the number ofpartitions of n. Therefore, the images of the monomials must be a linear basisfor Y (n) and hence, f must be injective.2.5.8 Lemma.Let ci have weight i. The number of monomials of weighted degree n in R1 isequal to the number of partitions of n.Proof. Let c j1i1 c j2i2 � � � c jmim be a monomial of weighted degree n. We canassume, without loss of generality, that i1 > i2 > � � � > im. The monomialis of weighted degree n if and only if Pmk=1 jkik = n. This, however, uniquelydescribes the partition of n with jk columns of length ik. This establishes aone to one relationship between the partitions of size n and the monomials ofweighted degree n. 34



2.5.9 Remarks.We next examine the product structure of Y in more detail. Consider the productof a Young diagram with a single column and one with a single row. What Youngdiagrams can be obtained by applying the rules of strict expansion? If we addthe cells from the single row to the single column each cell must be placed in adi�erent column. Hence, there are only two possibilities; one cell is added to the�rst column and all the others start new columns or all the cells from the singlerow start a new column. The corresponding diagrams have the shape of a hook.For k; l > 0, write �k;l 2 Y for the Young diagram below, with k+ l� 1 cells,
k

lThen taking c0 = d0 = 1 2 Y ,ckdl = 8><>: ck if l = 0dl if k = 0�k+1;l + �k;l+1 otherwise.Note that �k;1 = ck and that �1;l = dl.2.5.10 Proposition.[We]Let C(X) = 1Xk=0(�1)kckXk and D(X) = 1Xl=0 dlX lbe formal power series with coe�cients in Y . These series satisfy the relationC(X)D(X) = 1:Proof. Let C(X)D(X) = P1m=0 amXm with am = Pmk=0(�1)kckdm�k :Then a0 = c0d0 = 1. For m > 0,am = mXk=0(�1)kckdm�k= dm + m�1Xk=1 �(�1)k(�k+1;m�k + �k;m�k+1)� + (�1)mcm35



= dm + mXk=2(�1)k�1�k;m�k+1 + m�1Xk=1(�1)k�k;m�k+1 + (�1)mcm= dm + (�1)m�1�m;1 + (�1)�1;m + (�1)mcm+m�1Xk=2 (�1)k�1(�k;m�k+1 � �k;m�k+1)= dm � dm + (�1)m�1(cm � cm)� 0= 0:
2.5.11 De�nition.Let RN be the quotient ringRN = R1= hck = 0 ; 8k > Ni :It is obvious that RN �= �[c1; � � � ; cN ].We will denote the quotient homomorphism by pN : R1 !RN .To interpret Proposition 2.5.10 in RN , set CN(X) to be the image of C(X)in the quotient ring. ThenCN(X) = 1� c1X + � � � + (�1)NcNXN :This polynomial can be formally factorised;CN(X) = �Ni=1(1� xiX) :Thus ck is the kth elementary symmetric function in fxigNi=1. In particularc1 = NXi=1 xi :The ring RN can, therefore, be thought of as the ring of symmetric polynomialsin fxigNi=1. In this interpretation, dl is the lth complete symmetric polynomial,i.e. the sum of all the monomials of degree l.We shall see CN again in Section 4.9 and in Proposition 5.2.15.
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2.5.12 Proposition.The ring RN is isomorphic to the quotient, YN , of the ring Y , given by settingall Young diagrams with more than N rows equal to zero.Proof. Recall that we have an isomorphism f : R1 ! Y . Let I denotethe image, in Y , of the ideal in R1 generated by the ci for i > N . Let I be theideal given by setting all Young diagrams with more than N rows equal to zero.We need to show that these two ideals are the same. It is clear that I � I, sinceci has more than N rows if i > N . To show that I � I, consider the Giambellipolynomial of �, in terms of the ci. If � has more than N rows then �_1 > N andso the entries in the top row of the matrix are all elements of I. Expanding bythe top row we see that � 2 I as required.2.5.13 Remarks.Proposition 2.5.10 is used extensively at the end of Chapter 4, to �nd an alterna-tive generating set for C+ to that of Turaev (see Theorem 2.3.7). The generatorsare elements of C+ which correspond to the power sums Pi xmi , in RN . It is wellknown that these generate the ring of symmetric functions. The expression forthe mth power sum in C+ will be a linear combination of the closures of m braidson m strings.
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Chapter 3Quantum group invariants.
3.1 Introduction.Quantum groups were introduced by Drinfel'd [D1] and Jimbo [Ji1]. They arecertain types of Hopf algebra obtained from the universal enveloping algebras ofsemi-simple Lie algebras by a 1-parameter deformation.The �rst part of the chapter will discuss Hopf algebras and the constructionof quantum groups for generic values of a parameter q. We will then go on toinvestigate how link invariants are constructed from quantum groups.We leave discussion of quantum groups at a root of unity and 3-manifoldinvariants until Chapter 5.3.2 Hopf algebras.3.2.1 De�nition.A coalgebra is a triple (C;�; �) where C is a vector space over a �eld k withlinear maps � : C ! C 
C and � : C ! k, such that the diagrams in Figure 3.1commute. We say that the coalgebra is coassociative and counital. The map �is called the comultiplication and the map � is called the counitThe tensor product C 
C is generated by the elements x
 y, where x and yare elements of C. Therefore, if z 2 C
C, we can express z in terms of elements38



C ��! C 
 C� # # 1
�C 
 C �
1�! C 
 C 
 CC. #� &k 
 C �
1 � C 
 C 1
��! C 
 kFigure 3.1: The comultiplication is coassociative and counital.of this form, z =Xi xi 
 yi :This is known as Sweedler's notation, [Sw], for elements of C 
 C. We will useit often in this chapter. Let x 2 C, then �(x) = Pi x0i 
 x00i .A bialgebra is a vector space, A, which has both algebra and coalgebra struc-ture, i.e. it has a multiplication, unit, comultiplication and counit.Let A be an algebra, with multiplication� and unit �, and let C be a coalgebraas above. Let f ,g 2 Hom(C;A). We de�ne the convolution product as followsf � g = � � (f 
 g) �� ;or in the Sweedler notationf � g(x) =Xi f(x0i)g(x00i ) :Let (A;�; �;�; �) be a bialgebra. An anti-automorphism S of A is called anantipode if S � 1 = 1 � S = � � �While not all bialgebras have an antipode, if the antipode exists it can be shownto be unique.A Hopf algebra is a bialgebra with antipode.39



3.2.2 Example.Let g be a Lie algebra with universal enveloping algebra U(g), then, U(g) is aHopf algebra. The antipode, comultiplication and counit are de�ned byS(g) = �g�(g) = g 
 1 + 1
 g�(g) = 0 9>=>; 8g 2 g :3.2.3 De�nitions.A Hopf algebraA is called quasi-triangular (or, sometimes, quasi-cocommutative)if there exists an invertible element R of the algebra A
A such that for all x 2 A,we have �op(x) = R�(x)R�1 :Here �op = �A;A �� and �A;A is the 
ip map� : A
 A ! A
 AXx0i 
 x00i 7! X x00i 
 x0i :Such an element is called a universal R-matrix.A quasi-triangular Hopf algebra is braided if the universal R-matrix satis�esthe relations (�
 1)R = R13R23 (3.1)(1
�)R = R13R12 (3.2)where, if R = Pi si 
 ti in Sweedler notation,R13 =Xi si 
 1
 ti ;R12 =Xi si 
 ti 
 1and R23 =Xi 1
 si 
 ti :Set u to be u =Xi S(ti)si :40



This element is invertible withu�1 =Xi tiS2(si) :The element u has the property that for any element a 2 A,uau�1 = S2(a) :A ribbon Hopf algebra is a quasi-triangular Hopf algebra, A, with a centralelement y 2 A such thaty2 = uS(u) ; S(y) = y ; �(y) = 1and �(y) = (R21R12)�1(y 
 y) :The element uy�1 also has the following properties;(uy�1)a(uy�1)�1 = S2(a) 8a 2 A ; (3.3)(which follows immediately from the fact that the relation holds for u and thaty is central) and Xi siyu�1ti =Xi tiuy�1si : (3.4)Let A be a quasi-triangular Hopf algebra. We denote by RepA the categoryof �nite dimensional linear representations of A. Its objects are A-modules andits morphisms are module homomorphisms. The comultiplication of A inducesa tensor product on RepA. The action of a 2 A on V 
W is given bya � (v 
 w) =X biv 
 ciw ;where �(a) = P bi 
 ci. The antipode allows us to turn the dual linear spacesinto A-modules. Let V � = Hom(V;�). The action of A on V � is given bya � (f(x)) = f(S(a) � x) 8x 2 V :There is a canonical isomorphism V �= V ��, witha � x�� = S2(a) � x = (uau�1) � x :41



3.2.4 De�nition.Let A be a ribbon Hopf algebra. We de�ne the quantum dimension of an object Vin RepA to be the trace of the linear operator f : V ! V , where f : x 7! uy�1 �x.In general, if g : V ! V we de�ne trq(g) to be the trace of x 7! (uy�1) � g(x) i.e.trq(g) = tr(f � g) :3.2.5 Theorem.The universal R-matrix satis�es the equationR12R13R23 = R23R13R12 :This is known as the quantum Yang-Baxter equation.Proof. R12R13R23 = R12(�
 1)(R) by equation 3.1= (�op 
 1)(R)R12= (�AA 
 1)(�
 1)(R)R12= (�AA 
 1)(R13R23)R12= (R23R13)R12 :
3.2.6 Comment.More information about Hopf algebras can be found in [Ab] and [Sw].3.3 Representing Lie algebrasIn this section we provide a rough guide to the representation theory of semi-simple complex Lie algebras. Although we will not explicitly calculate the rep-resentations of sl(N), the terminology developed will be used in the subsequent42



sections. The details can be found in several books. The approach we followhere is that of J.E. Humphreys [H].Let g be a semi-simple Lie algebra. We can �nd a maximal abelian sub-algebra, h which acts diagonally on g, under the adjoint representation. We callsuch a sub-algebra a Cartan sub-algebra. We, therefore, have a decomposition ofg with respect to this action, g = h� (M� g�) ;where g� = fX 2 g : H:X = �(H)X; 8H 2 hg. We call � a root of g. Everyset of roots has a base, a subset of roots f�ig for which every root, �, can bewritten as a linear combination of the roots in the base, with coe�cients eitherall positive integers or all negative integers. If the coe�cients are positive wecall � a positive root. Otherwise � is a negative root.Let V be a �nite dimensional g-module. Since h is abelian, it will act diag-onally on V and V will decompose in an analogous way to g,V =GV�where V� = fv 2 V : H:v = �(H)v 8H 2 hg. Now g� takes V� onto V�+�. Letv 2 V�. We call v maximal if v 2 Kerg� for all positive roots �. Let U(G) bethe universal enveloping algebra of the Lie algebra g. If V = U(G):v we call va highest weight vector, with highest weight �. Obviously, in this case V is asimple module. We call � dominant integral if �(H) > 0 for all H 2 h.3.3.1 Theorem.For each weight �, there is an irreducible �nite dimensional representation V�,with highest weight � if and only if � is dominant integral.The proof of this Theorem can be found in [H].3.4 The Lie algebra sl(N).Firstly, we de�ne the Lie algebra sl(N) and its universal enveloping algebra. Wethen describe the ring of (complex) representations of the universal enveloping43



algebra of sl(N). We will not calculate explicit representations but, we willidentify an index set for the irreducible representations and state how the tensorproduct of two irreducibles decomposes in terms of this index set.3.4.1 De�nition.The Lie algebra sl(N) is the complex vector space of N �N matrices with zerotrace. The Lie bracket is given by [X;Y ] = XY � Y X.3.4.2 Theorem.[Se]The universal enveloping algebra U(sl(N)) is generated by fXi; Yi;HigNi=1, withthe relations HiHj = HjHi ; XiYj � YjXi = �ijHi ;HiXj �XjHi = aijXj ; HiYj � YjHi = �aijYj :Also, for i 6= j 1�aijXk=0 (�1)k �1� aijk �Xki XjX1�aij�ki = 0and 1�aijXk=0 (�1)k �1� aijk �Y ki YjY 1�aij�ki = 0where aij is the (i; j)th entry in the Cartan matrix. For sl(N) the Cartan matrixis given by aij = 8><>: 2 if i = j�1 if ji� jj = 10 otherwise.In this presentation of the universal enveloping algebra, the elements Hi generatethe Cartan sub-algebra as de�ned in section 3.3.3.4.3 Theorem.[FH]The irreducible representations of the universal enveloping algebra U(sl(N)) areindexed by the Young diagrams with at most N rows. The irreducible represen-tations V� and V� are isomorphic if and only if �i��i is a constant independent44



of i for 1 � i � N . We have complete reducibility of representations.
3.4.4 Remarks.This theorem implies that if two irreducible representations are isomorphic thentheir Young diagrams must di�er by a collection of columns with N cells. Theirreducible modules are, therefore, uniquely indexed by Young diagrams withfewer than N rows.The fundamental representation of sl(N) (i.e. that of dimensionN) is indexedby the Young diagram with one cell, 2.The problem of �nding the coe�cients for the decomposition of tensor prod-ucts is known as the Clebsch-Gordan problem. For sl(N), the decomposition ofthe tensor product is known. Let V� and V� be simple modules indexed by theYoung diagrams � and � respectively. ThenV� 
 V� =X a���V�where the a��� are the Littlewood-Richardson coe�cients described in Chapter2, with the assumption that V� = 0 if � has more than N rows.3.4.5 Proposition.Let V� be some irreducible representation of sl(N), with � = (�1; �2; � � � ; �N).Setting ai = �i � �i+1 for i < N and aN = �N , we have� = ( NXi=1 ai; NXi=2 ai; � � � ; NXi=N ai) :Then (V�)� �= V�� , where �� = (N�1Xi=1 ai;N�2Xi=1 ai; � � � ; a1)Pictorially, �� is the Young diagram which remains if you remove � from a �1�Ngrid of cells and rotate the picture through �.45



3.4.6 Example.For � = (4; 2; 1), we give �� for N = 3, 4 and 5.N = 3 N = 4 N = 5�� = (3; 2) �� = (4; 3; 2) �� = (4; 4; 3; 2)
�� = �� = �� =3.4.7 De�nition.Let [V�] denote the isomorphism class of the representation V�. Form the freeabelian group, RN , on these classes, quotiented out by the relations [V ] = [V 0]�[V 00] whenever V is isomorphic to V 0 � V 00. The complete reducibility of therepresentations of sl(N) implies that RN is free abelian. We give RN a ringstructure by de�ning the product to be the tensor product of representations.3.4.8 Comment.Note that we have a minor notation problem here. The representation ringRN de�ned in this chapter is isomorphic to a quotient of the ring RN de�nedin Chapter 2, the extra relation being cN = 1. However, this extra conditiondoesn't make any material di�erence to any of the results in Chapter 2, we canjust substitute cN = 1 into any formula. Therefore, from now on we shall takeRN to be the quotient of R1 which sets ck = 0, for k > N and cN = 1.Note, however, that with this adjustment the grading of RN by the numberof cells is destroyed.
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3.4.9 Proposition.The ring RN is isomorphic to the ring YN= < cN = 1 >, where YN is as de�nedin Chapter 2.Proof. This just a restatement of the representation theory in terms ofYoung diagrams.3.5 The quantum enveloping algebra.In this section we shall de�ne Uq(sl(N)), the quantum enveloping algebra ofsl(N) for generic values of q. We shall consider the situation when q is primitiveroot of unity in Chapter 5. The construction given here follows that given byDrinfel'd in [D1] and independently by Jimbo in [Ji1] for a general semi-simpleLie algebra.We then describe its irreducible representations. Results of Rosso [R] andLusztig [L] showed that for a generic value of q the representations are deforma-tions of those for U(sl(N)).The subject of quantum groups is covered extensively in Kassel's book [Ka].3.5.1 De�nition.For a parameter h set q = eh. Let s = eh=2. Let n 2 ZZ. We de�ne the associatedquantum integer [n] to be [n] = sn � s�ns� s�1 :The quantum binomial is then given by the formula" nk # = [n]![k]![n � k]!where [n]! = [n][n� 1] � � � [1].Let G = fXi; Yi;KigNi=1. The quantum enveloping algebra Uq(sl(N)) is thequotient of the free algebra over G by the following relations,47



KiKj = KjKi ; XiYj � YjXi = �ij Ki�K�1is�s�1 ;KiXj = saijXjKi ; KiYj = s�aijYjKi ;and for i 6= j 1�aijXk=0 (�1)k �1� aijk �Xki XjX1�aij�ki = 0 ;1�aijXk=0 (�1)k �1� aijk �Y ki YjY 1�aij�ki = 0where aij is the (i; j)th entry in the Cartan matrix.Note that setting Ki = exp(hHi=2) and taking s = eh=2 then these relationsbecome the relations for the universal enveloping algebra U(sl(N)), as given inDe�nition 3.4.2, when h! 0.3.5.2 Proposition.[D2, Ji2, T1]The quantum enveloping algebra of sl(N) is a quasi-triangular Hopf algebra.The antipode, comultiplication and counit are de�ned as follows,S(Xi) = �KiXi ; �(Xi) = 0 ; �(Xi) = Xi 
 1 +K�1i 
Xi ;S(Yi) = �YiK�1i ; �(Yi) = 0 ; �(Yi) = Yi 
Ki + 1
 Yi ;S(Ki) = K�1i ; �(Ki) = 1 ; �(Ki) = Ki 
Ki :The R-matrix for the fundamental representation is given byR = s� 1N 0@Xi6=j eii 
 ejj + sXi eii 
 eii + (s� s�1)Xi<j eij 
 eji1Awhere eij is the N �N elementary matrix with (k; l)th entry �ik�jl and in whichs�1=N is taken to be e�h=2N .
3.5.3 Remarks.Calculations of the R-matrix for the fundamental representation can be foundin [D2, Ji2]. The version given here is that of Drinfel'd.48



3.5.4 Theorem.[Ji2, L, R]Any simple integrable highest weight module V of U(sl(N)) admits a quantumdeformation: there exists a simple Uq(sl(N)) module ~V such that ~V specialisesto V as q tends to 1; the dimensions of the weight spaces of ~V (with respect toKi) are the same as those of the corresponding weight spaces of V (with respectto the Hi).3.5.5 Remarks.This result is proved for Lie algebras of type A by Rosso (The sl(2)) case is dealtwith by Jimbo). The general reslut is the work of Lusztig.We therefore have an isomorphism between the representation ring of the Liealgebra and that of the quantum group. All the properties of the representationring of the Lie algebra will, therefore, carry through to the quantum group.3.6 The quantum group link invariants.3.6.1 Introduction.We �rst give the instructions for building an invariant given a link diagram ,some Uq(sl(N))�modules and some module homomorphisms. Only then will wedeal with the technicalities of determining the homomorphisms and the relationsbetween them.3.6.2 A basic construction method.Let L = L1 t L2 t � � � t Lk be a framed link, with diagram D. The diagram canbe regularly isotopped so that it lies in levels. In each level all but two of thestrings will run through parallel. One pair of strings will either cross over, forma cap or form a cup.We colour L by assigning a representation of Uq(sl(N)), Vi, to each componentLi. At any point in the diagram where a string is running from top to bottom49



of a level it is coloured with the representation colouring that component. If thestring has the reverse orientation it is coloured by the dual module.Each of these layers will determine a module homomorphism, which will bebuilt up from the elementary tangles of crossings, cups and caps. The pictorialrules in Figure 3.2 describe how we can compose them. Let T be a coloured tan-gle, i.e. a tangle with an irreducible module assigned to each of its components.We denote by J(T ) the module homomorphism obtained from the compositionof the module homomorphism determined by each elementary layer. Note wecan only de�ne J(TS) if the colourings are compatible. In Figure 3.2 we re-quire l = m and V 0i = Wi for i = 1 : : : m to be able to compose the modulehomomorphisms in this way.
T J(T ) : V1 
 � � � 
 Vk �! V 01 
 � � � 
 V 0l
S J(S) :W1 
 � � � 
Wm �!W 01 
 � � � 
W 0n ;
T

S J(TS) = J(T ) � J(S) ;
TS J(T 
 S) = J(T )
 J(S) :Figure 3.2: The pictorial composition of the module homomorphisms.Applying these to a link diagram we can construct a module homomorphism,from the scalars to the scalars, dependent on the diagram and the colouring.3.6.3 Example.Figure 3.3 shows a �gure-eight knot, K, coloured by the module V and arrangedinto layers. Each layer determines a module homomorphism from the moduleat the top of the layer to the module at the bottom, as indicated on the righthand side. Taking the compositions of these, the knot K determines a modulehomomorphism from the scalars at the top of the picture to the scalars at thebottom. 50
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C[s�1=N ]#V 
 V �#V 
 V � 
 V 
 V �#V 
 V 
 V � 
 V �#V 
 V � 
 V 
 V �#V 
 V � 
 V � 
 V#V � 
 V 
 V � 
 V#V � 
 V#C[s�1=N ]Figure 3.3: The �gure-eight knot arranged in layers.3.6.4 De�nitions.We de�ne the elementary module homomorphisms for each of the elementarytangles. The de�nitions given here are those of [RT2]. A detailed description ofthe Uq(sl(2)) case can be found in [KM].The straight string will correspond to the identity homomorphism of thecolour. V = IdVLet RV;W be the map assigned to the positive crossingV W
where RV;W = �V;WR : V 
W ! W 
 V :x
 y 7! X tiy 
 six51



The negative crossing coloured by V andW (as shown below) will correspondto the homomorphism R�1W;V . V W
Although neither �VW nor R are module homomorphisms, it turns out that theircomposite is. The cup and cap homomorphisms are given in Figure 3.4, with theassumption that the string oriented downward is coloured by V .: V � 
 V ! C[s�1=N ]f 
 v 7! f(v): V 
 V � ! C[s�1=N ]v 
 f 7! f((uy�1):v): C[s�1=N ]! V 
 V �1 7! Pi ei 
 ei: C[s�1=N ]! V � 
 V1 7! Pi ei 
 (yu�1)eiFigure 3.4: The cup and cap homomorphisms.3.6.5 Theorem.[RT1]The maps RVW , R�1VW , , , and are module homomorphisms. Theysatisfy the identities described pictorially by the Reidemeister moves RII andRIII.They also satisfy the pictorial identities of Figure 3.5 (and those obtainedfrom Figure 3.5 by changing the sign of the crossing) with all possible colouringsand orientations.The relations of Figure 3.6 also hold for all possible choices of orientation.52



= = =(a) (b)= =(c) (d)Figure 3.5: The pictorial isotopy relations between the homomorphisms.X V W X V 
W=(e)V W = V 
W V W = V 
W(f) (g)Figure 3.6: Further relations between the module homomorphisms.Let J(L;V1; V2; � � � ; Vk) denote the module homomorphism determined by thelink L, coloured by V1, : : :, Vk. Then J(L;V1; V2; � � � ; Vk) is a regular isotopy in-variant.
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3.6.6 Comment.If the tangle T below is coloured by a simple module then, by Schur's Lemma, itmust represent either the zero homomorphism or a scalar multiple of the identity.T =The Whitney trick (shown in Figure 1.1) implies that the homomorphism deter-mined by T must be a non-zero isomorphism, henceV� = f� V�for some non-zero scalar f�.3.6.7 Proposition.Let T be a coloured (n; n) tangle with associated module homomorphism J(T ).Let L be a coloured link which is the closure of T . ThenJ(L) = trqJ(T ) :where trq is as de�ned in De�nition 3.2.4.
3.6.8 Proposition.Let Li be a component of an oriented link L. Let Vi be the colour assigned toLi. De�ne L to be the link L with the orientation of Li reversed and the colourVi replaced by V �i .J(L;V1; : : : ; Vi�1; Vi; Vi+1; : : : Vk) = J(L;V1; : : : ; Vi�1; V �i ; Vi+1; : : : Vk)
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3.7 Quantum invariants and the Hom
ypolynomial.In this section we give an explicit formula for the Uq(sl(N)) invariants in termsof the framed Hom
y polynomial X , when all components are coloured by theirreducible representation V2.3.7.1 Theorem.[T1]The invariant J(L;V2; � � � ; V2) is given as a function of s by the framed Hom
ypolynomial X (L), evaluated at x = s�1=N and v = s�N .Proof. In this proof, we consider the universal R-matrix constructed byDrinfel'd, given in Proposition 3.5.2. The method of proof follows that of Turaevin [T1]. The notation in [T1] is not consistent with our notation. What we denoteby s = eh=2 is denoted by �q in [T1]. When we write s1=N we shall mean eh=2Nrather than any other Nth root of s.The invariant J(L;V2; � � � ; V2) is a function of s, since it is a module endo-morphism of the ring C[s�1=N ], as described in Example 3.6.3.The universal R-matrix in [D2] di�ers from that given in [T1] by a multipleof eh=2N . Therefore, by [T1], the R-matrix for the fundamental representationsatis�es the following relation,s1=NR � s�1=NR�1 = (s� s�1)Id
2 :Therefore, with the substitution x = s�1=N , X and J(L), will satisfy the sameskein relation. We next consider the substitution for v, by comparing the valuesof the two invariants on the unknot with zero framing. For the framed Hom
ypolynomial X � � = v�1 � vs� s�1 :The Uq(sl(N)) invariant for the unknot is calculated in [T1] to beJ � � = sN � s�Ns� s�1 :These two values agree for v = s�N or v = �sN . We require, however, thatv ! 1 as h ! 0. Since s = eh=2, this forces the choice of substitution for v55



to be v = s�N . The curl factor for X is given by xv�1. By Schur's Lemma,since the curl on a string coloured by V2 is an endomorphism of a simple modulewhich commutes with all other endomorphisms, it must be a scalar multiple ofthe identity. Also, since a positive and a negative curl cancel each other out,the scalar for the negative curl must be the inverse of that for the positive curl.Denote by �, the scalar for the positive curl. Froms1=NJ � � � s�1=NJ � � = (s� s�1)J � � ;we see that � must satisfy the quadratic relation�2 � s�1=N (sN � s�N)�� s�2=N = 0 ;and therefore, � = sN� 1N or � = �s�N� 1N . Since we wish the curl factor to tendto 1 as h tends to 0, we set � = sN� 1N = xv�1With the substitutions x = s�1=N and v = s�N , the Hom
y polynomialsatis�es the same skein relations as the quantum invariant J(L) and the twoinvariants have the same value on the unknot with zero framing. Thus we haveproved the theorem.3.7.2 Remarks and notation.The obvious question to ask is \Can a similar formula be found for quantuminvariants of links coloured by higher dimensional representations?"The answer is yes. In Chapter 4, we will show how to �nd patterns, Q�, foreach Young diagram, �, such that when j�j = n we can take Q� as the closureof some (n; n)-tangle T� which represents the projection map from V 
n2 onto V�,when coloured by V2. We can then apply the above theorem to the satellite ofa knot, with Q� as pattern, to �nd the quantum invariant of the knot colouredby V�. A feature of the construction is that Q� is completely independent of N .We state a version of the \Satellite Theorem" here for completeness. The proofcan be found on page 89, Theorem 4.6.16.We will denote the evaluation of the framed Hom
y polynomial at v = s�Nand x = s�1=N by XN .
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3.7.3 Theorem.For each Young diagram, �, there exists Q� 2 C+ for which, given a link L,J(L;V�1 ; : : : ; V�k) = XN(L1 �Q�1 t : : : t Lk �Q�k)
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Chapter 4Idempotents of the Hecke algebra.
4.1 Introduction.In this chapter we construct quasi-idempotent elements of the Hecke algebrafollowing the prescription set out by A. Gyoja in [G]. We will build our idempo-tents from the positive permutation braids, which are a set of generators for theHecke algebra, as described in [Jo2]. Positive permutation braids (see De�nition1.3.3) were �rst de�ned by Elrifai and Morton [EM]. Details of the relationshipbetween them and the Hecke algebras can be found in [M2].We will exploit the relationships between the Hecke algebras, the braid groupsand the skein theory of Chapter 2 to obtain quasi-idempotent elements of theHecke algebra expressed as linear combinations of braids. The closures of theseelements in the skein of the annulus provide the patterns required for the SatelliteTheorem 3.7.3. They provide the key to the translation between the skein theoryand the quantum group representations.At the end of this chapter there is some discussion of recent work by Yokota[Y]. Connections between this thesis and Yokota's work are indicated at appro-priate places during this chapter.
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4.2 The Hecke algebras.4.2.1 De�nitions.The nth Hecke algebra (of type A), over the ring � (de�ned in De�nition 2.2.1),will be denoted Hn. It has the following presentation,Hn = * �i : i = 1; : : : n� 1 ����� �i�j = �j�i : ji� jj > 1�i�i+1�i = �i+1�i�i+1x�1�i � x��1i = z ; + ;where z = s�s�1. Notice that v doesn't appear in the presentation. However, wewill see later that Hn is isomorphic to S(Rnn). The indeterminate v is required tokeep track of framing of these diagrams.Elements of Hn 
Hm can be written aslinear combinations of terms of the form hn
 hm, where hn 2 Hn and hm 2 Hm.These terms are represented in S(Rn+mn+m) by the juxtaposition of a tangle inS(Rnn) with a tangle in S(Rmm).If we set v = x = s = 1, we recover a presentation of the symmetric groupalgebra CSn. It is obvious from the presentation that Hn is isomorphic to aquotient of the group algebra �Bn, where Bn is the n-string braid group asdescribed in Proposition 1.3.2.4.2.2 Proposition.[MT]The Hecke algebra, Hn, is isomorphic to S(Rnn). As a �-module, it is freelygenerated by the n! positive permutation braids.
4.3 Connections with the symmetric groupalgebras.In this section we consider the representation theory of the symmetric groupalgebra, CSn. We then discuss the relationship between the representations ofCSn and those of Hn.It is well known that the number of distinct irreducible representations ofCSn is equal to the number of conjugacy classes of Sn. The conjugacy classes59



of the symmetric group are determined by the cycle type of the permutations,therefore, the number of irreducible representations of CSn is equal to the numberof partitions of n. For CSn, we can give a direct relation between the conjugacyclasses and the irreducible representations.The following results are well known in the theory of representations of thesymmetric group. Details can be found in James' book [Ja] and in the �rst fewchapters of Fulton and Harris' book [FH].4.3.1 De�nitions.Let D be a standard tableau of the Young diagram �. SetPD = fp 2 Sn : p preserves the rows of DgQD = fq 2 Sn : q preserves the columns of Dg :We de�ne two elements AD, BD 2 CSn byAD = Xp2PD p ; BD = Xq2QD(�1)l(q)qwhere l(q) is the length of the permutation q. The Young symmetriser, CD, isde�ned to be CD = ADBD 2 CSn :4.3.2 Comment.As with the braid group in Chapter 1, we will take the product to act on theright. Thus, pq is the permutation obtained by performing p and then q.4.3.3 Example.Let D be the Young tableau given below,
7
5
1 2 3 4

6 :Then PD is generated by the set of transpositions f(12); (23); (34); (56)g and QDis generated by the set f(15); (57); (26)g.60



4.3.4 Lemma.Let D and D0 be di�erent Young tableaux for the same Young diagram. We can�nd some permutation � for whichCD = �CD0��1 :Proof. Let � be the permutation which takes the label in a given cell ofD to the label in the corresponding cell of D0. Note that � takes the rows of Dto the rows of D0 and the columns of D to the columns of D0.Let p0 2 PD0. Then �p0��1 is a permutation which takes the rows of D to therows of D, i.e. �p0��1 2 PD. For any p 2 PD, �(��1p�)��1 = p and ��1p� is apermutation of the rows of D0. HencePD = f�p0��1 : p0 2 PD0g ;therefore, AD = �AD0��1 :Similarly, we have that BD = �BD0��1 :Hence CD = ADBD= �AD0��1�BD0��1= �AD0BD0��1= �CD0��1 :
4.3.5 Theorem.The element CD is a quasi-idempotent i.e.C2D = aDCD :for some non-zero scalar aD. Let cD = 1aD CD, then cD is a genuine idempotent.The image of CSn under right multiplication by cD is a simple left moduleof CSn. Thus CSncD is a minimal left ideal. Every minimal left ideal of CSn is61



equal to CSncD for some tableau D, therefore the cD determine all the simpleCSn modulesTwo ideals CSncD and CSncD0 are isomorphic if and only if D and D0 aretableaux of the same Young diagram.The ideal CSncDCSn is a minimal two-sided ideal. Let D� denote the set oftableaux for the Young diagram �, thenCSncDCSn = MD02D�CSncD0 :If we �x one Young tableau D� for each Young diagram � with n cells we obtaina direct sum decomposition for CSn,CSn = Mj�j=nCSncD�CSn :Sketch proof. We indicate how to proceed to prove that CD is a quasi-idempotent. First we must prove the following two statements:1. CDCD0 = 0 when D and D0 are tableaux for di�erent Young diagrams.2. For all x 2 Sn the element CDxCD is a scalar multiple of CD.The proof then proceeds as follows. Let VD = CSncD. Then, by statement 2,cDVD � CSncD. Suppose that W is a sub-representation of VD, then cDW iseither 0 or CcD. However, if W = CcD then VD � W . A similar argument canbe used to show that C2D is a non-zero multiple of CD.Suppose that CSnCD �= CSnCD0 and that D is a tableau for the Youngdiagram �. If we multiply by CD on the left then CSnCD0 will be non-zero if andonly if D0 is also a tableau for the Young diagram �.The details of this proof can be found in [FH].4.3.6 Comments and notation.The details of the proof have been omitted because we will be using an identicalmethod to prove that we have idempotent elements of the Hecke algebra.62



Let T (�) be the standard tableau whose cells are numbered 1 to n, from leftto right, from top to bottom.In view of Lemma 4.3.4 and Theorem 4.3.5, we will abuse notation by writ-ing C� for the quasi-idempotent CD constructed using D = T (�). All otheridempotents for the same Young diagram will be conjugate and the irreduciblerepresentations they index will be isomorphic.We will denote by a� and c�, respectively, the scalar and genuine idempotentassociated with C�.The decomposition of CSn given in Theorem 4.3.5 can be restated using thisnotation: CSn = Mj�j=nCSnc�CSn :4.3.7 Proposition.[FRT]The dimension of the simple CSn-module CSnc� is equal to the number of stan-dard tableaux, which by Proposition 2.4.4 can be calculated asd� = dimCSnc� = n!Q hook lengths :Therefore the dimension of the subspace CSnc�CSn is d2�.4.3.8 Remarks.Details of the last result, due to J.S. Frame, G. de B. Robinson and R.M. Thrall,can be found in G.D. James book on the representation theory of the symmetricgroups [Ja].The calculation of the scalar a� can be found in [FH, p54]. In fact,a� =Yhook lengths :Since a� is invertible in CSn, Theorem 4.3.5 will hold with C� in place of c�.
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4.3.9 Theorem.[B, Go]Every irreducible representation of Hn is a deformation of some irreducible rep-resentation of CSn.
4.4 Construction of the idempotent elements.By Theorem 4.3.9, we need only to �nd idempotent elements of the Hecke algebrawhich specialise to the Young symmetrisers and we have all the irreducible repre-sentations of Hn. We �rst produce building blocks from which we will constructquasi-idempotent elements.Much of the earlier part of this section is based on the paper by Morton [M2].4.4.1 De�nition.Let En(�1; �2; � � � ; �n�1) be de�ned as follows,En(�1; �2; � � � ; �n�1) = X�2Sn !� ;where !� is the positive permutation braid associated to the permutation � asde�ned in De�nition 1.3.3.4.4.2 Theorem.[M2]For each i, we can factorise En in Hn, asEn = E(i)n (�i + 1)= (�i + 1)E(i)nwhere E(i)n = X�(i)<�(i+1)!� :Proof. We will show this for the case En = (1 + �i)E(i)n ; the other caseworks similarly. 64



For each permutation �, consider �0 = (i; i + 1)�. Exactly one of the pairreverses the order of i and i+1. Suppose that it is �0, so that �(i) < �(i+1), thenthe braid �i!� is a positive permutation braid, with permutation �0, therefore,we have that �i!� = !�0. Hence,En = X�2Sn !�= X�(i)<�(i+1)!� + X�0(i)>�0(i+1)!�0= X�(i)<�(i+1)!� + X�(i)<�(i+1)�i!�= (1 + �i) X�(i)<�(i+1)!�= (1 + �i)E(i)n ;as required.Given a scalar 
, we may substitute 
�i for �i in !�. The element!�(
�1; � � � ; 
�n�1) = 
l(�)!�(�1; � � � ; �n�1)where l(�) is the length of the permutation. Note that the length of a permuta-tion, �, is equal to the writhe of its positive permutation braid, !�.4.4.3 De�nition.The quadratic relation in Hn can be factorised,(�i � a)(�i � b) = 0 8i ;where a = �xs�1 and b = xs.We de�ne an to bean = En(�a�1�1;�a�1�2; � � � ;�a�1�n�1)and bn to be bn = En(�b�1�1;�b�1�2; � � � ;�b�1�n�1)where a and b are the roots of the quadratic equation.65



4.4.4 Examples.Note that a1 = b1 is just a single string. The expression for a2 isa2 = + x�1s ;and b2 = � x�1s�1 :Note that if we set x = s = 1 then an and bn are just the Young symmetriserand anti-symmetriser for CSn.4.4.5 Proposition.We can factorise an and bn asan = (1� a�1�i)a(i)n = a(i)n (1� a�1�i)bn = (1� b�1�i)b(i)n = b(i)n (1� b�1�i)where a(i)n = P�(i)<�(i+1)(�a)�l(�)!� and b(i)n = P�(i)<�(i+1)(�b)�l(�)!�.Proof. The proof of this result can be deduced directly from the proof of4.4.2 by substituting �a�1�i for �i.4.4.6 Remark.Since 1�a�1�i = �a�1(�i�a), the element an has a right (respectively left) factor(�i � a). Similarly, bn has a left (respectively right) factor (�i � b). Therefore,since (�i � a)(�i � b) = 0, we have that anbm = 0 (respectively bman = 0), forevery n, m > 1.We shall make repeated use of this factorisation throughout this chapter.4.4.7 Theorem.[M2]Let �a and �b be linear homomorphisms from the Hecke algebra, Hn, to the ringof scalars � de�ned by �a(�i) = a and �b(�i) = b for i = 1; : : : ; n � 1. Then forall h 2 Hn, anh = �b(h)an = han66



and bnh = �a(h)bn = hbn :Proof. It is enough to show this for each �i, 1 � i < n. Applying Propo-sition 4.4.5 and the factorisation of the quadratic relation we have thatan(�i � b) = �a�1 a(i)n (�i � a)(�i � b) = 0and therefore an�i = ban :
4.4.8 Remarks.In his paper [G], A. Gyoja constructed idempotent elements of Hn which spe-cialise to the Young symmetrisers. We shall construct versions of these idem-potents in S(Rnn) by appealing to the isomorphism between Hn and S(Rnn) es-tablished by Morton and Traczyk [MT]. As in our construction of the Youngsymmetrisers we shall index our idempotents by the Young diagrams with ncells. However, we shall really be referring to the tableau T (�) whose cells arenumbered from 1 to n left to right, from top to bottom.We show below that the elements constructed for other tableaux with thesame Young diagram are conjugate to the elements we produce. Since the maingoal is to look at the closure of these idempotents, and conjugate elements inHn will close to the same element of C+, it is legitimate to work with a preferredtableau.Throughout we shall illustrate the method of construction using the partition� = (4; 2; 1). � = T (�) =

7
5
1 2 3 4

6We can consider a 3-dimensional picture for the idempotents, which will begiven as linear combinations of braids in a cube rather than their diagramsin a rectangle. Recall that the Young symmetriser is a sum of products ofpermutations which preserve the rows and permutations which preserve columns.The idea is to replace permutations with positive permutation braids in the rows67



and columns of the Young diagram. However, in terms of calculation the 3-dimensional viewpoint has certain disadvantages. For example, although thepictures of the idempotents are intuitive in 3-dimensions, we cannot composethem directly with each other. We will, therefore, do calculations with a 2-dimensional version. It will, however, be useful to bear in mind the 3-dimensionalpicture on occasion. For example, if we take the closure of the diagram in C+ thenthe order of the strings in not so tightly constrained. We give the 3-dimensionalpicture for � in Figure 4.1. Note how the strings are �rst grouped in rows andthen in columns. Although the braids sit in the vertical plane the boxes are drawnin the horizontal plane to give the impression of how closely the idempotent isrelated to the shape of the Young diagram. Yokota [Y] doesn't interpret the
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Figure 4.1: The 3-dimensional quasi-idempotent associated to �.quasi-idempotents in this 3-dimensional way. However, a 3-dimensional pictureof his elements _e� would carry an extra copy of the lower Young diagram, labelledwith the bi, on top. Note that Theorem 4.4.7 is stated in [Y, equation 7].From now on we will work with a 2-dimensional picture. We use the labelsin the cells of the tableau to provide an ordering for the strings of the braidsupon 
attening the picture. With this in mind, it is not di�cult to see that theidempotents for two tableaux, D and D0, with the same Young diagram will beconjugate. Let � be the permutation which takes the labels of D to those of D0.If eD is the idempotent associated to D then !��1eD!�1� will be the idempotent68



associated to D0. For example if D = T (�) andD 0 = 1 3 5 7
2 4
6

;then � = (235)(476).4.4.9 De�nitions.We will draw � as a line of cells, with cells from the same row of � groupedtogether. We will sometimes draw in the rows of cells of the Young diagram (infeint dotted lines) to emphasize this grouping. To each cell we assign a braidstring. On the collection of strings which correspond to the ith row of �, weplace a�i . We will denote this linear combination of braids by E�(a).Similarly we de�ne E�(b) by replacing a�i by b�i for 1 � i � k, in the abovede�nition. E�(a) = 4a a2

Recall that we obtain �_ from � by interchanging rows and columns.�_ =Note, however, that this doesn't take T (�) to T (�_). Under the exchange ofrows and columns the cell labelled i by T (�) is taken to some cell of �_. Let jbe the number assigned to this cell by T (�_). We de�ne the permutation �� by��(i) = j. Let T (�)_ be the image of T (�) under the interchange of rows andcolumns. For the Young diagram � we haveT (�)_ = 51 7

4
3
2 6 ; T (�_) =

7
6
4 5

321and �� =  1 2 3 4 5 6 71 4 6 7 2 5 3 ! :69



Let !�� be the positive permutation braid associated with the permutation ��.We de�ne e� 2 Hn to be the elemente� = E�(a)!��E�_(b)!�1��_ :The element e� is shown in Figure 4.2.
4a a2

b 23 b

Figure 4.2: The quasi-idempotent e�.4.4.10 Remark.This picture can be obtained from the 3-dimensional picture by sliding the rowsapart at the top of the diagram and sliding the columns apart at the bottom. Thepermutation braid !�� provides a way of 
attening the 3-dimensional picture.
70



4.4.11 Theorem.For each Young diagram �, with n cells, e� is a quasi-idempotent element of Hn,i.e. e2� = ��e�for some scalar ��.Let � 6= � be two Young diagrams both with n cells then e� and e� areorthogonal in Hn, e�e� = 0 for � 6= � :
4.5 Proof of Theorem 4.4.11.To prove this theorem we need some further de�nitions and results. The proofof Theorem 4.4.11 is deferred until page 77.4.5.1 De�nition.Let � and � be two Young diagrams with j�j = j�j = n. We will call theminseparable if every permutation � 2 Sn sends some pair of numbers in the samerow of T (�) to the same row of T (�).If there is some permutation for which no pair of numbers in the same row ofT (�) are mapped to the same row of T (�) then we say that � and � are separable.4.5.2 Example.For any Young diagram �, the pair � and �_ are separable. For example, thepermutation �� will always separate a Young diagram and its conjugate. Notethat if t is a transposition which switches two numbers in the same row of T (�)(respectively T (�_)) then t�� (respectively ��t) will also separate the two Youngdiagrams. (Recall that we are multiplication to act on the right.)71



4.5.3 De�nition.Let R(�) be the set of permutations of T (�) which preserve the rows of T (�). Forexample R(�) is generated by the set of transpositions f(12); (23); (34); (56)g.4.5.4 Lemma.Let � and � be two Young diagrams, both with n cells. If � > � then � and �_are inseparable.Proof. This is shown by induction on the number of cells.n = 1. Here � = � and the result is vacuously true.n = 2. If � > �, then � = and � = . Hence �_ = �. Now � and �_ bothhave one row, so both cells in � are permuted to cells in the same row of �_under either of the permutations in S2, hence � and �_ are inseparable.We now assume the result for all i < n, and deduce the result for j�j = j�j = n.Let � = (�1; �2; � � � ; �k) and let � = (�1; �2; � � � ; �m). We have two cases toconsider.Case:�1 > �1. Note that �1 is the number of rows in �_. Here the number ofcells in the �rst row of � is greater than the number of rows in �_, therefore,any permutation must map at least two numbers from the �rst row of � to thesame row of �_, so the two Young diagrams can't be separable.Case:�1 = �1. For any Young diagram �, let r(�) be the Young diagram obtainedfrom � by removing the �rst row. Since �1 = �1, then jr(�)j = jr(�)j < n, andsince � > �, it follows that r(�) > r(�). Hence, by induction, r(�) and r(�)_are inseparable.It remains to prove that if r(�) and r(�)_ are inseparable, then so are � and�_. In fact we show that if � and �_ are separable then so are r(�) and r(�)_.Let � be the permutation which separates � and �_. Since �1 = �1, thenumber of cells in the �rst row of � is equal to the number of rows of �_. As� separates, it must send exactly one cell from the �rst row of � to each rowof �. We can suppose, without loss of generality, that it is the �rst cell in eachrow of �_, for if not, there is a transposition s 2 R(�_) which will switch the72



�rst cell of the row with the image of the cell in the �rst row of �, and �s isa permutation in Sn, which also separates � and �_. We can now restrict � toall but the �rst row of �, and its image will be exactly the cells of r(�)_. Thisrestricted permutation must, therefore, separate r(�) and r(�)_.4.5.5 Corollary.Given any two Young diagrams, � and �, either1. � and �_ are inseparable.2. �_ and � are inseparable.3. � = �.It therefore follows that if � and �_ are separable and � 6= �, then �_ and � areinseparable.Proof. Given any two Young diagrams, either case 3 holds or � > � or� < �. By Lemma 4.5.4, if � > �, then case 1 holds and if � < �, then case 2holds.The following lemma is at the crux of proving that the quasi-idempotents areorthogonal. Roughly speaking, the lemma says that if two strings leave a boxlabelled ai and arrive at a box labelled bj then, whatever happens in between,then the braid combination is equal to 0 as an element of the Hecke algebra.4.5.6 Lemma.Given any two Young diagrams, � 6= � with j�j = j�j, if � and � are inseparablethen E�(a)HnE�(b) = 0and E�(b)HnE�(a) = 0 :
73



Proof. We will show that E�(a)HnE�(b) = 0. The proof of the secondstatement is similar.Since Hn is spanned by positive permutation braids, it is enough to showthat E�(a)!�E�(b) = 0 for an arbitrary positive permutation braid, !�.Since � and � are inseparable, there are two cells in some row of �, the lthsay, which are sent to two cells in the same row of �, the pth say, by !�.Suppose that the two cells in the lth row of � are not adjacent. We can �nda transposition, �, for which !�!� sends two adjacent cells of the lth row of �to the pth row of �. Now � preserves the rows of � i.e. � 2 R(�). In fact � onlypermutes strings in the lth row of �. Hence a�l!� = �(!�)a�l . Therefore, at theexpense of a scalar, we can assume that the two cells are an adjacent pair, i andi+ 1 say.Similarly, we can suppose the two cells in � are an adjacent pair j and j +1,again at the expense of some scalar. Note that�i!� = !��j : (4.1)By Proposition 4.4.5 we know thata�l = a(i)�l (1� a�1�i) = �a�1a(i)�l (�i � a) ;and b�p = (1� b�1�j)b(j)�p = �b�1(�j � b)b(j)�p :Hence E�(a)!�E�(b) has the term (�i � a)!�(�j � b) in its expression. This isdemonstrated pictorially in Figure 4.3. By equation 4.1 (�i� a)!� = !�(�j � a),therefore, we can rewrite this subexpression as !�(�j � a)(�j � b).Now (�j � a)(�j � b) = 0 2 Hn, therefore, E�(a)HnE�(b) = 0.4.5.7 Lemma.Let � be a permutation which separates � and �_. We can �nd permutations�1 2 R(�) and �2 2 R(�_) for which �1��2 = ��.Proof. Recall that �j is the number of rows in �_ with at least j cells.Since � separates � and �_, exactly one cell from the jth row of � must be sentto each of the �rst �j rows of �_. 74
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Figure 4.3: A subexpression of E�(a)!�E�(b).(This can be seen by considering each row of � in turn. There are exactly �1rows in �_. Exactly one cell from the �rst row of � must be sent to each rowof �_ by � , since � separates. Only the rows of �_ with more than one cell willhave spaces left after we have dealt with the image of the �rst row of � under � .The number of such rows is exactly �2 and so forth.)We can �nd a permutation �1;j 2 R(�) which reorders the cells in the jthrow of �, so that , for 1 � i � �j, the ith cell of the row is sent to the ith row of�_ by �1;j.Note that, since �1;j only permutes cells in the jth row of �, all the cyclesin �1;j are disjoint from those in �1;j0 if j 6= j 0 and so they commute. Set�1 = Qkj=1 �1;j. Then �1 2 R(�).Similarly, for the jth row of �_, we can �nd a permutation �2;j 2 R(�_),which reorders the cells in the jth row of �_, so that the ith cell is the image ofa cell in the ith row of �, under �1��2;j. Let �2 = Q�1j=1 �2;j 2 R(�_). Then �1��2sends the ith cell of the jth row of � to the jth cell of the ith row of �_, i.e. itinterchanges rows and columns. Hence �� = �1��2 as required.4.5.8 Example.In this example, we show how to calculate �1 and �2 for the Young diagram �.Recall that � = . The permutation � = �12345677635142� separates � and �_.
2 3 4 5 6 71 ��! 5 7 3 6 4 2 1Note that � sends the third cell of the �rst row of � to the �rst row of �_75



whereas �� sends the �rst cell of the �rst row to the �rst row of �_. Therefore�1;1 must send 1 to 3. By similar arguments we �nd that �1;1 = �12345673421567� and�1;2 = �1;3 = 1. Hence �1 = �1;1 and �1� is as follows,
2 3 4 5 6 71 �1�! 4 3 1 2 5 6 7 ��! 5 7 1 6 2 3 4 :(Note that the permutations refer to the position of the cell in the diagram ratherthan the labels the cells carry.)We then �nd that �2;1 = �12345672314567� and �2;2 = �12345671235467�.Noting that �2;3 = �2;4 = 1, we have that �2 = �12345672315467�.

5 7 1 6 2 3 4 �2�! 1 5 7 2 6 3 4Therefore, �1��2 = (1324)(172645)(123)(45)= (247365)= �� :4.5.9 Corollary.With �, � , �1 and �2 as de�ned in Lemma 4.5.7, we have that!� = !��11 !��!��12 :Proof. From Lemma 4.5.7, we have that � = ��11 ����12 . We must provethat !��11 !��!��12 is a positive permutation braid. We know that !��11 2 R(�),!��12 2 R(�_) and they are both positive permutation braids. Note that !��doesn't cross strings belonging to the same row of � or the same row of �_.Suppose !��11 crosses the ith and the jth string. Since ��11 2 R(�), the ith andjth string must belong to the same row of �. The braid !�� does not cross thesetwo strings since it doesn't cross any two strings in the same row of �. Since!�� separates � and �_, the ith and jth strings will end up in di�erent rows of�_. Since !��12 2 R(�_) it will not cross over two strings in di�erent rows of�_. Similar arguments show that if one of the three braids, !��11 , !��12 and !��crosses a pair of strings, neither of the other two braids will. Therefore, since76



the three braids are positive permutation braids, !��11 !��!��12 is a braid whichcrosses no two strings more than once and all the crossings have positive sign.Hence !� and !��11 !��!��12 are two positive permutation braids which representthe same permutation and must, therefore, be the same braid.4.5.10 Proof of Theorem 4.4.11.We will �rst show that e� is quasi-idempotent.We know that e2� = E�(a)hE�_(b)!�1��_ whereh = !��E�_(b)!�1��_E�(a)!�� :We can express h as a linear combination of positive permutation braids,h = X�2Sn 
�!� :Then e2� = X�2Sn 
� E�(a)!� E�_(b)!�1�� :A similar argument to Lemma 4.5.6 shows that if � doesn't separate � and �_,then E�(a)!�E�_(b) = 0. Hence, we need only consider those � which separate� and �_. In this case we can write !� = !��11 !��!��12 for some �1 2 R(�) and�2 2 R(�_), by Lemma 4.5.7.Now, by Theorem 4.4.7E�(a)!��11 = �b(!��11 )E�(a)and !��12 E�(b) = �a(!��12 )E�(b) :Therefore, if we set �(�) = �b(!��11 )�a(!��12 )and �� = X�2Sn �(�)
�we have that e2� = ��e� as required.Suppose now that � 6= �. We can see readily that e�e� = 0. Fore�e� = E�(a)!��E�_(b)!�1��_E�(a)!��E�_(b)!�1��_ :77



Since � 6= �, either � and �_ are inseparable or �_ and � are inseparable byCorollary 4.5.5. If �_ and � are inseparable, then by Lemma 4.5.6,E�_(b)(!�1��_)E�(a) = 0 :If � and �_ are inseparable, then by Lemma 4.5.6,E�(a) �!��E�_(b)!�1��_E�(a)!���E�_(b) = 0 :Hence, if � 6= �, then e� and e� are orthogonal as required.4.5.11 Comment.The orthogonality of the quasi-idempotents is proved in [Y, Proposition 2.9], alsousing the fact that a symmetriser and and anti-symmetriser must be joined bytwo strings.4.6 Specialisation of the Hecke algebra.We wish to show that the quasi-idempotent elements we have produced specialiseto the Young symmetrisers when we set v = x = s = 1. From this we can showthat the idealsHne�Hn are the minimal two-sided ideals of Hn and so correspondto the simple modules.4.6.1 Notation.Let g : �! C denote the ring homomorphism de�ned byg(x) = g(v) = g(s) = 1 :Note that g(z) = g(s� s�1) = 0.We can regard C as a �-module, with the action of � given byr � w = g(r)w 8 r 2 �; w 2 C :Therefore, Hn 
� C is a �-module. In fact, we can give Hn 
� C a C-algebrastructure, the action of C being given by(x
 w) � w0 = x
 ww0 8w;w0 2 C; x 2 Hn :78



We de�ne the product by(h
 w)(h0 
w0) = hh0 
 ww0 8h; h0 2 Hn; w; w0 2 C4.6.2 LemmaThe C-algebra Hn 
� C is generated by f�i 
 1 : i = 1 : : : n� 1g.4.6.3 Proposition.There is an C-algebra isomorphism,f : Hn 
� C! CSn ;de�ned by f(�i 
 1) = (i i+ 1) :Proof. First, note that any relation in Hn 
� C must be inherited fromone of the two algebras or the de�nition of the tensor product. Therefore, thefollowing is a complete list of relations in Hn 
� C.If ji� jj � 2, then(�i 
 1)(�j 
 1) = �i�j 
 1= �j�i 
 1= (�j 
 1)(�i 
 1) :For i = 1 : : : n� 2,(�i+1 
 1)(�i 
 1)(�i+1 
 1) = �i+1�i�i+1 
 1= �i�i+1�i 
 1= (�i 
 1)(�i+1 
 1)(�i 
 1) :From the de�nition of tensor product, rh 
 1 = h 
 g(r), for r 2 �, h 2 Hn.Therefore, for i = 1 : : : n� 1,0
 1 = x�1�i 
 1� x��1i 
 1� (s� s1)1
 1= �i 
 g(x�1)� ��1i 
 g(x)� 1
 g(s� s�1)= �i 
 1� ��1i 
 179



If we de�ne f : Hn 
 C! CSn by �i 7! (i i + 1) then it is obvious that f isan isomorphism since the two algebras have identical presentations.4.6.4 Notation.We will write � : Hn ! CSn, for the composite mapHn �= Hn 
� � 1
g! Hn 
 C f! CSn :Then � is a ring homomorphism satisfying�(r�i) = g(r)(i i+ 1) for r 2 � :We shall sometimes describe the e�ect of � as \specialising Hn to CSn".4.6.5 Proposition.The image of the quasi-idempotent e� under � is the Young symmetriser C� 2CSn, �(e�) = C� :Proof. In order to prevent the notation becoming too clumsy, we willdenote the Young tableau T (�) by D and the tableau T (�)_ by D_.Recall that C� = ADBD, whereAD = Xp2PD p ; BD = Xq2QD(�1)l(q)q ;PD is the set of permutations in Sn which preserve the rows of D and QD is theset of permutations which preserve the columns.Recall, also, that in the construction of e�, it was mentioned that the tableauD is implicitly involved and that with respect to this tableau we can de�neE�(a) = Xp2PD(xs�1)�l(p)!p :Now g((xs�1)�l(p)) = 1 and �(!p) = p. Hence�(E�(a)) = AD :80



It remains to show that !��E�_(b)!�1��1� specialises to BD.!��E�_(b)!�1��1� = Xp2PD_(�xs)�l(p)!��!p!�1��1� ;which specialises to Xp2PD_(�1)�l(p)��p��1� :Note that, since �� sends columns of D to rows of D_, p preserves rowsof D_ and ��1� takes rows of D_ to columns of D, each term in this sum isa permutation that preserves the columns of D. We need only show that anypermutation which preserves the columns of D can be uniquely written in thisform.Suppose q 2 QD. We can show that ��1� q�� 2 PD_ by using similar argumentsto those above. Obviously q = ��(��1� q��)��1� .Since conjugating by �� is an isomorphism, no two elements of QD will giverise to the same element of PD_ or vice versa. Also note that the sign of apermutation is preserved by conjugation therefore,Xp2PD_(�1)�l(p)��p��1� = Xq2QD(�1)�l(��1� q��)q= Xq2QD(�1)�l(q)qNoting that (�1)�l(q) = (�1)l(q), we have shown that�(e�) = C� :
4.6.6 Remark.So far we have been able to work with � as the ring� = C[x�1; v�1; s�1; �]= < v�1 � v = �(s� s�1) > :We now wish to show that, with the substitutions x = s�1=N and v = s�N ,the closures of our elements e� will provide the required patterns to prove theSatellite Theorem 3.7.3. 81



Note that with these substitutions � becomes a genuine Laurent polynomialin s, � = sN � s�Ns� s�1 = sN�1 + sN�3 + � � � + s�N+1 :Therefore, the framed Hom
y polynomial of a knot, evaluated at x = s�1=N , v =s�N will be a Laurent polynomial in s1=N . However, to ensure the invertibilityof the scalar �� we must further make the substitution of s = eh=2 and writeeverything as a power series in terms of h. The ring homomorphism g de�nedin 4.6.1 is now de�ned by g(h) = 0.From this point, therefore, we will take � to be the ring of power series in h,C[[h]]. We will then be able to prove invertibility of certain elements of � simplyby showing that they have non-zero constant term.4.6.7 Lemma.The scalar �� is invertible in � = C[[h]].Proof. To show that �� is invertible, consider what happens to e2� uponspecialisation. Since e� specialises to C� and � is a ring homomorphism, e2�specialises to C2�. Now C2� = a�C�and since ��e� = e2�, �� must specialise to a� 2 Q. Therefore, as a power seriesin h, the element �� must have a non-zero constant term and must be invertible.
4.6.8 Remark.In the proof of the last Lemma, it was noted that under � the scalar �� specialisedto the scalar a�, i.e. �(��) =Y hook lengths :In particular, note that this is non-zero and corresponds to the evaluation of ��at x = s = v = 1. This fact will be used in the proof of Theorem 4.8.8.
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4.6.9 Theorem.With the substitutions described above, the Hecke algebra Hn has a direct sumdecomposition Hn = Mj�j=nHne�Hnwhere the 2-sided ideals Hne�Hn have �-dimension d2�.Proof. Recall that CSn has a complex vector space basis given by the n!permutations, f�i : i = 1 : : : n!g in Sn.By Proposition 4.2.2, Hn is freely generated as a �-module by the n! positivepermutation braids, f!i : i = 1 : : : n!g. Under �, a positive permutation braidis taken to its associated permutation. We may choose the ordering so that�(!i) = �i. By Theorem 4.3.5CSn =MCSnC�CSn :It is an immediate consequence of Theorem 4.3.5 and Proposition 4.6.5 that�0@Mj�j=nHne�Hn1A = CSn :Since � is surjective, we can �nd vi 2 Lj�j=nHne�Hn for which �(vi) = �i. Wecan write vi as a linear combination of the positive permutation braidsvi = n!Xj=1 bij!j :Let B be the n!� n! matrix whose (ij)th entry is bij. It is enough to show thatthe determinant of this matrix is non-zero, since then !i 2LHne�Hn for each iand thus Hn =LHne�Hn as required.We know that �(vi � !i) = 0, therefore, in CSn,(g(bii)� 1)�i +Xi6=j g(bij)�j = 0 :However, since the �i are a vector space basis for CSn, this implies thatg(bij) = �ij83



where �ij is the Kronecker delta. Hence bij is a power series in h which hasnon-zero constant term if and only if i = j. We can write B asB = I + hB0for some matrix B0. It follows that the determinant of B is a power series in hwith constant coe�cient 1 and hence is invertible in � = C[[h]] as required.A consequence of this result is that f!i : i = 1 : : : n!g is a �-basis forLj�j=nHne�Hn.Let @� denote the �-dimension of Hne�Hn for each �. From the �rst part ofthis proof, we have that Xj�j=n@� = n! : (4.2)Since �(e�) = C� and � is surjective,�(Hne�Hn) = CSnC�CSn : (4.3)From the classical result Proposition 4.3.7, the dimension of CSnC�CSn as acomplex vector space is d2�. By Theorem 4.3.5 it follows thatXj�j=nd2� = n! : (4.4)Suppose that Hne�Hn has �-basis fw1; w2; : : : ; wfg. By equation 4.3, the setf�(w1);�(w2); : : : ;�(wf)g must span CSnC�CSn. Therefore, for each �,@� � d2� : (4.5)Combining equations 4.4 and 4.2 we have thatXj�j=nd2� = Xj�j=n @� : (4.6)Equations 4.5 and 4.6 together imply that @� = d2� as required.4.6.10 Comments.We can now reintroduce the quantum group invariants of Chapter 3 and proveTheorem 3.7.3. First we formalise an idea that was implicit in the construction84



of the quantum group invariants. Given a diagram in Rnn, we have a recipe forconstructing an element of the endomorphism ring of V 
n2 , where V2 denotes thefundamental representation of Uq(sl(N)). Theorem 3.7.1 allows us to considerelements of S(Rnn) since two tangles which are equivalent in S(Rnn) give rise tothe same module endomorphism, provided we work with � = C[[h]]. Thus weobtain a representation of the Hecke algebra Hn on End(V 
n2 ).4.6.11 Theorem.[Ji2]Recall that V2 denotes the fundamental representation of Uq(sl(N)). For each nand N , there is a representation of the Hecke algebra Hn on End(V 
n2 ),� : Hn ! End(V 
n2 )given by the substitutions x = s�1=N and v = s�N and �i 7! 1 
 � � � 
 1 
 R 
1 
 � � � 
 1 where the R sits in the (i; i + 1) position of the n-fold tensor. Thishomomorphism is surjective.We wish to consider the images of the endomorphisms �(e�). First we provethe following Lemma.4.6.12 Lemma.Let � = (�1; �2; � � � ; �k) and �_ = (�_1 ; �_2 ; � � � ; �_m) be a Young diagram and itsconjugate diagram. The representation V� is the only summand to occur in bothc�_1 
 c�_2 
 � � � c�_m and d�1 
 d�2 
 � � � 
 d�k . It occurs with multiplicity 1.Proof. By considering the leading terms of the two Giambelli formulae for�, we see that � is a summand in the decomposition of both the tensor products.The main work is to show that it is the only summand common to both products.Any summand of c�_1 
 c�_2 
 � � � 
 c�_m must come from a succession of strictexpansions of c�_1 , by columns labelled from 1 to �_i . The only cells which canbe added to the �rst row must carry the label 1. Therefore, at each stage wecan add at most one cell to the �rst row. It follows that any summand ofc�_1 
 c�_2 
� � �
 c�_m can have at most �1 cells in the �rst row. If a summand has�1 cells in the �rst row we can use a similar argument to show that it must have85



at most �2 in the second row and so forth. Continuing in this manner, we musteither obtain � as a summand or at some point the length of the �rst columnmust be increased to be longer than �_1 . Such a diagram, therefore, cannot be asummand of d�1 
 d�2 
 � � � 
 d�k since at most �_1 � 1 cells can be added to the�rst column of d�1. This follows from the fact that no two cells with the samelabel can be placed in the same column of a strict expansion.From this description, it is clear that in either tensor product there is only oneway to obtain � via a strict expansion. The multiplicity of V� must, therefore,be 1.4.6.13 Lemma.The scalars � for the Young diagrams and are given by� = s[2] ; � = s�1[2] :Proof. We give the proof for e . The proof for e is similar.e2 = � + x�1s �2= + 2x�1s + x�2s2= + 2x�1s + x�1s � s(s� s�1) + xs �= (1 + s2) + (2 + s(s� s�1))x�1s= s(s+ s�1) + (1 + s2)x�1s= s [2] e
4.6.14 Theorem.The endomorphism �(e�) of V 
n2 is a scalar multiple of the projection map ontoa single copy of the irreducible Uq(sl(N))-module V�.Proof. The proof is an induction on n.86



n = 1. Since e2 is the identity in H1 and � is an algebra homomorphism, �(e2)must be the identity map as required.n = 2.We have the following decomposition for V 22 ,V 22 = V � V :The endomorphism ring has dimension 2 and is spanned by, for example, theidentity and the R-matrix. Thus since �(e�) is a non-zero linear combination ofthese two maps, it must be non-zero.We know that e e = 0 as elements of the Hecke algebra, therefore, theirimages must be disjoint; the image of �(e ) being either V or V . The imageof �(e ) will then be the complementary summand.By Schur's Lemma, upon restriction to the appropriate irreducible module,the homomorphisms, being non-zero, must be isomorphisms. Since �(e )2 =���(e ), it follows that upon restriction to the irreducible summand the mapis a scalar multiple of the identity map i.e. up to a scalar, �(e ) is a projectiononto one of the irreducible summands. Similarly, �(e ) must be a projectiononto the other summand.We decide which summand is the image by applying Theorem 3.7.1. Evalu-ating the framed Hom
y polynomial at x = s�1=N and v = s�N we �nd that1� X (be ) = [N ][N + 1]=[2] ;which is the quantum dimension of V . On the other hand1� X (be ) = [N ][N � 1]=[2] :which is the quantum dimension of V .We now assume that the result is true for all n < k.n = k.This is split into two cases. The cases where the Young diagram is a singlerow or single column require a little more thought and will be dealt with later.For now, assume � is a Young diagram with k cells and at least two columns andtwo rows. 87



Consider the skein diagram for e�. By the induction hypothesis, the imageof �(e�) is contained in the image of the composition of the projection map tod�1 
 d�2 
 � � � 
 d�k and the projection map to c�_1 
 c�_2 
 � � � 
 c�_m .By Lemma 4.6.12, the image of �(e�) must, therefore, be either 0 or theirreducible V�. Hence, applying Schur's Lemma, �(e�)jV� is an isomorphism orthe zero homomorphism. Fortunately, �(e�) cannot be the zero homomorphismsince Theorem 4.6.11 says that � is surjective and by Lemma 4.6.12, no otherideal Hne�Hn could possibly contain the preimage of the projection map for V�.Therefore, �(e�) must be an isomorphism of V� and �(e2�) = �(e�)2 = ���(e�).We know that �� is non-zero, and therefore �(e�) must be a scalar multiple ofthe identity when restricted to V�. Hence �(e�) is �� times the projection mapas required.� = dn.Set �0 = dn�1. We know that (e�0 
 1)e� is a non-zero scalar multiple of theelement e�. Hence the image of �(e�) is a summand of the image of �(e�0
1). Bythe induction hypothesis, the image of �(e�) is therefore a summand of dn�1
V2.This decomposes into two summands, dn + V�, where � = (n � 1; 1). But wehave already shown that �(e�) is the projection map from V 
n2 onto V� and since� and � are orthogonal, the image of �(e�) must be disjoint from V�. Hence itmust be dn. We use similar arguments to those above to show that �(e�) is notthe zero map and is in fact the required projection. The proof for the case � = cnis similar.4.6.15 Remarks and notation.Note that the above proof implies that the endomorphism �(e�) is the zero mapif and only if it is projecting onto the zero module in Uq(sl(N)). Therefore, �(e�)will be the zero homomorphism if and only if � has more than N rows.A consequence of the above result is that e� behaves nicely under framingchange. In the quantum invariant set up, we know thatV� = f� V�
88



for some scalar, f�. It follows that

. . .

. . .

λe
= f�e� :The value of f�, calculated in [M1] by evaluating the full twist coloured by c
n1in two ways, is f� = xj�j2v�j�jsn�where n� = j�j(j�j � 1)��d�and �� and d� are as de�ned in De�nition 2.4.3. It is not di�cult to show that n�is always an integer. It satis�es the following recursive relation. Let �0 denote theYoung diagram obtained from � by removing the �rst column (which contains�_1 cells). Then n� = n�0 + 2j�0j+ �_1 � (�_1 )2 :We will now prove the Satellite Theorem 3.7.3. Write "� for the genuine idem-potent 1�� e�. Let Q� = b"� be its closure in C+.4.6.16 Theorem.Let C be a framed knot coloured by the irreducible representation V�. Let S bethe satellite knot C �Q� with companion C and pattern Q�. ThenJ(C;V�) = XN(S) :The result also holds for links where each component coloured by V� is decoratedby Q�.Proof. If � has n cells then V� is a summand of V 
n2 with multiplicity d�.The knot C is the closure of some (1; 1) tangle, say T . Let T (n) be the n-stringparallel of T . ThenJ(T (n)) : V 
n2 �! V 
n2Pj�j=n d�V� 7! Pj�j=n t�d�V�for scalars t� = J(T ;V�) 2 � :89



Now S is the closure of "� � T (n). Therefore, applying Proposition 3.6.7 andTheorem 3.7.1 XN(S) = J(S;V2; V2; � � � ; V2)= trq(J("�) � J(T (n);V2; V2; � � � ; V2))= trq(J("�) � J(T ;V 
n2 )) :By Theorem 4.6.14, we know that J("�) is the projection onto the irreduciblesummand V�, therefore,trq(J("�) � J(T ;V 
n2 )) = J(C;V�) :Now, assume that L is a link with k components and that the kth componentis coloured by V�, where j�j = n. We can present L as the closure of a (1; 1)-tangle, T , (by cutting open the kth component). Let T (n) be the tangle obtainedfrom T by taking the n-string parallel of the kth component of L. ThenJ(L;V�1 ; : : : ; V�k�1 ; V�k) = trq(J(T ;V�1 ; : : : ; V�k�1 ; V�k))= trq(J("� T (n); (V�1 ; : : : ; V�k�1 ; V2; : : : ; V2))= trq(J("�) � J(T (n);V�1 ; : : : ; V�k�1 ; V2; : : : ; V2))= J(L0;V�1 ; : : : ; V�k�1 ; V2; : : : ; V2) ;where L0 is the link obtained from L by decorating the kth component withQ�k . We can repeat this process for each component, to obtain a link with everycomponent coloured by V2 and we can then apply Theorem 3.7.1.4.6.17 Comments and notation.Theorem 4.6.16 holds only if we are very careful about how we index the rep-resentations of Uq(sl(N)). We must restrict ourselves to those Young diagramswith fewer than N rows. Later we will show that if we instead restrict our setof colours to the representations which correspond to Young diagrams with asingle column then if ck is the zero module (i.e. k > N) then the substitu-tions for x and v will kill XN . Since the representation ring RN is generatedas an algebra by these representations, in theory, we can calculate all possi-ble Uq(sl(N))-invariants by colouring with polynomials in this restricted set ofcolours. Hence we can calculate the quantum invariants of any link with anycolouring for all N at once. 90



We will show that the patterns Q� are given by the Giambelli polynomialsfor the Young diagrams �. From this and the above comment it will follow thatwe will be able to calculate the quantum invariants for all N at once withouthaving to express every colour as a polynomial in the Young diagrams with asingle row.4.7 Genuine idempotents and the skein of theannulus.The last theorem required genuine idempotent elements of the Hecke algebras.So far, we have only calculated the scalar �� for three Young diagrams, namely2, and .Here we calculate the scalars � for the Young diagrams ck, dl and �k;l forevery k, l 2 IIN.4.7.1 Remarks and notation.To avoid clumsy notation, we shall denote the quasi-idempotent associated tothe Young diagram �k;l by ek;l, where �k;l is the hook-shaped diagram as de�nedin Remarks 2.5.9 and shown below.�k;l = k

lSimilarly, we will denote the scalar by �k;l rather than ��k;l. Hencee2k;l = �k;lek;l :We will also denote by Qk;l the closure of the genuine idempotent in C+ relatedto the Young diagram �k;l: Qk;l = 1�k;l bek;l :In the diagrams, we will represent the elements Ei(a) and Ej(b) by boxes.The boxes representing Ej(b), corresponding to columns in the Young diagram,will be shaded to distinguish them from those boxes representing the elements91



Ei(a), which correspond to the rows. We shall label the boxes by the number ofstrings they involve. For example, ek;1 will be pictured as a shaded box bearingthe label k.If k0 � k then ek0;1ek;1 = �a(ek;1)ek0;1 and if l0 � l then e1;l0e1;l = �b(e1;l)e1;l0.Therefore, �k;1 = �a(ek;1), which we calculate by induction.First we will prove a Lemma which will be used repeatedly to manipulate thequasi-idempotents.4.7.2 Lemma.In Hn, we can decompose e1;l into a linear combination of terms which involvee1;l�1: e1;l = e1;l�1 
 e1;1 + l�2Xi=0(x�1s)i+1 l-1

. . .

i= l-1

. . .

. . .

+ l�2Xi=0(x�1s)i+1 l-1

. . .

i

:Similarly, ek;1 = ek�1;1 
 e1;1 + k�2Xi=0(�x�1s�1)i+1 k-1

. . .

i= k-1

. . .

. . .

+ k�2Xi=0(�x�1s�1)i+1 k-1

. . .

i

:
Proof. We give the proof for ek;1. The proof of the result for e1;l di�ersonly in the weights assigned to the crossings.92



Let !� be a positive permutation braid on k strings, with �(k) = i. De�ne apermutation �0 2 Sk by�0(j) = 8><>: �(j) 1 � �(j) < ik j = k�(j)� 1 i < �(j) � k (4.7)Note that �0 is uniquely determined by �. Let �i denote the permutation�i = (i i+ 1 : : : k) 2 Sk :The positive permutation braid !�i has k � i positive crossings,!�i = ......

k-i
:The braid !�0!�i is a positive permutation braid, since the kth string doesn'tcross any string in !�0. Hence !�0!�i = !�for some permutation � 2 Sk. Now�(j) = �i(�0(j)) ;hence, �(j) = 8><>: �0(j) 1 � �0(j) < i�0(j) + 1 i � �0(j) < ki �0(j) = k :From its de�nition, �0(j) = �(j) for �0(j) < i, and when i � �0(j) < k, then�0(j) = �(j)� 1. Finally if �0(j) = k then j = k, therefore�(j) = 8><>: �(j) 1 � �0(j) < i�(j)� 1 + 1 i � �0(j) < ki = �(k) j = k :Therefore, !� = !�0!�i :Given a permutation � 2 Sk and a �xed i, the permutation �0 is uniquelydetermined by �. Suppose we have two permutations �1,�2 2 Sk with �1(k) =�2(k) = i and �01 = �02. When 1 � �1(j) < i, then�01(j) = �02(j) = �1(j) :93



Therefore, 1 � �02(j) < i and this implies that1 � �2(j) < i :Hence, �02(j) = �2(j) = �1(j) :We can similarly show that for i < �1(j) � k,�1(j) = �2(j) ;proving uniqueness.Now, suppose we take � 2 Sk for which �(k) = k and �x i. De�ne � asfollows, �(j) = 8><>: �(j) 1 � �(j) < i�(j) + 1 i � �(j) < ki j = k :Then � is uniquely determined by � and � = �0.We have established that any positive permutation braid, !�, with �(k) = ican be written uniquely as a product of a permutation braid in which the kthstring passes straight through and !�i and that all such products occur.Hence, taking into account the weighting given to the crossings in ek;1, weget ek;1 = kXi=1(�x�1s�1)k�i k-1

ω iπ

. . .

. . .

= k-1

. . .

. . .

+ k�1Xi=1(�x�1s�1)k�i k-1

. . .

k-i= k-1

. . .

. . .

+ k�1Xj=1(�x�1s�1)j k-1

. . .

j-194



= k-1

. . .

. . .

+ k�2Xi=0(�x�1s�1)i+1 k-1

. . .

ias required.4.7.3 Proposition.The scalar �k;1 (associated to the Young diagram ck) is given by�k;1 = [ k ]!sk(k�1)=2 :The scalar for �1;l (associated to dl) is given by�1;l = [ l ]!s�l(l�1)=2 :Proof. We will prove the result for the Young diagrams ck. The proof fordl is almost identical.First, recall that ek;1 = bk as de�ned in De�nition 4.4.3, and that bk could\swallow" any braid on k strings at the expense of a scalar as described inTheorem 4.4.7. The proof goes by induction.For k = 1 we know that �k;1 = 1 = 1=s0.For k > 1, note that for any i 2 IIN, �i;1 = �a(ei;1). By Lemma 4.7.2e2k;1 = . . .

. . .
k
k

= . . .

. . .
k-1

k + k�2Xi=0 0BBBBBB@(�x�1s�1)i+1 . . .

. . .k-1

k

1CCCCCCA95



where the braidin the ith summand has i positive crossings. Therefore, by the induction hy-pothesis and Theorem 4.4.7e2k;1 = [ k � 1 ]!s(k�1)(k�2)=2 ek;1 + k�2Xi=0 0BBBBBB@(�x�1s�1)i+1(�xs�1)i+1 . . .

. . .
k-1

k

1CCCCCCA=  [ k � 1 ]!s(k2�3k+2)=2 + [ k � 1 ]!s(k2�3k+2)=2 k�2Xi=0 s�2i�2! ek;1= [ k � 1 ]!s(k2�k)=2  1 + s�k[ k � 1 ]s�k+1 ! ek;1= [ k � 1 ]!s(k2�k)=2  (s� s�1) + s�k(sk�1 � s�k+1)(s� s�1)s�k+1 ! ek;1= [ k � 1 ]!s(k2�k)=2  sk�1s� s�2k+1sk�1(s� s�1) ! ek;1= [ k ]!sk(k�1)=2 ek;1as required.4.7.4 Proposition.The scalar �k;l, de�ned in Remarks 4.7.1, is�k;l = [ k + l � 1 ][ k � 1 ]![ l � 1 ]!s(k(k�1)�l(l�1))=2 :Proof. First, we give a di�erent presentation of ek;l, which is easier towork with, ek;l = . . .. . .

. . .

...

. . .

. . .

l

k = . . .

l

k
:
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Therefore, applying Lemma 4.7.2
e2k;l = . . .

. . .

. . .. . .

. . .
. . .

. . .. . .

l

k

k

l

= . . .
. . .

. . .. . .

. . .
. . .

. . .. . .

l

l

k-1

k

+ k�2Xi=0
0BBBBBBBBBBBBBB@ (�x�1s�1)i+1 . . .

. . .

. . .. . .

. . .
. . .

...

k

l

k-1
l

1CCCCCCCCCCCCCCA :
Now, apply Theorem 4.4.7, �rst to the boxes with i positive crossings and thento the strings which join white and shaded boxes :

k�2Xi=0 (�x�1s�1)i+1 . . .
. . .

. . .. . .

. . .
. . .

...

k

l

k-1
l

=  k�2Xi=0(�x�1s�1)i+1(�xs�1)i ! . . .
. . .

. . .. . .

. . .
. . .

l

l
k-1

k

97



= �x�1  k�2Xi=0 s�2i�1 ! (xs)l�1(xs)�(l�1) . . .
. . .

. . .. . .

. . .
. . .

l

k

l
k-1

= �x�1(s�1 + � � � + s�2k+3)(xs)�(l�1) . . .
. . .

. . .. . .

. . .
. . .

. . .
. . .

. . .. . .

. . .
. . .

l

l

k

k-1 :
The coe�cient of the last diagram simpli�esx�1(s�1 + � � �+ s�2k+3)(xs)�(l�1) = x�1s�k+1(sk�2 + � � � + s�k+2)(xs)�(l�1)= x�1s�k+1[k � 1](xs)�(l�1) :Apply Lemma 4.7.2 to the lower of the two rows of l cells and then use Theorem4.4.7 to obtain

. . .
. . .

. . .. . .

. . .
. . .

. . .
. . .

. . .. . .

. . .
. . .

l

l

k

k-1 = . . .
. . .

. . .. . .

. . .
. . .

. . .. . .

l-1

k

k-1
l + l�2Xj=0 (x�1s)j+1 . . .

. . .. . .

. . .
. . .

. . .. . .

...

l-1

k

k-1
l

= (�xs�1)�1;l�1�k�1;1 . . .
. . .

. . .. . .

l

k98



+ 0@ l�2Xj=0(x�1s)j+1(xs)j 1A . . .

. . .. . .

. . .
. . .

. . .. . .

l-1

k

k-1
l :

Note that
l

l-1

k-1

k

= 0 :To see this, note that the l� 1st and lth strings are two strings of e1;l which arealso adjacent strings in ek;1. We can factorise both e1;l and ek;1 by Proposition4.4.5, to obtain the term (�l�1 � a)(�l�1 � b) = 0 :Therefore,e2k;l = �k�1;1�1;lek;l + s�k[k � 1](xs)�(l�1)(xs)l�1�k�1;1�1;l�1 . . .
. . .

. . .. . .

l

k= (�k�1;1�1;l + s�k[k � 1]�k�1;1�1;l�1)ek;lNow, applying Proposition 4.7.3,�k�1;1�1;l + s�k[k � 1]�k�1;1�1;l�1= [k � 1]! [l � 1]!s(k�1)(k�2)=2  [l]s�l(l�1)=2 + s�k[k � 1]s�(l�1)(l�2)=2 != [k � 1]! [l � 1]!s(k�1)(k�2)=2  sl�1[l] + s�k[k � 1]s�l(l�1)=2sl�1 != [k � 1]! [l � 1]!s(k�1)(k�2)=2  sl�k(sl�k�1 � s�l�k�1 + sk�1�l � s�k+1�l)s�l(l�1)=2sl�1(s� s�1) != [k � 1]! [l � 1]!s(k�1)(k�2)=2s�l(l�1)=2  s�k+1 (sl+k�1 � s�l�k+1)(s� s�1) !
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= [k � 1]! [l � 1]! [k + l � 1]sf(k�1)(k�2)+2(k�1)g=2s�l(l�1)=2= [k � 1]! [l � 1]! [k + l � 1]sk(k�1)=2�l(l�1)=2as required.4.7.5 Remarks.We can easily show that the scalar �k;l specialises to the scalar a�k;l , de�ned inRemarks 4.3.8.For the Young digram �k;l the hook length of the corner cell is given byk + l � 1. Down the column the cells have hook lengths k � 1, k � 2, : : :, 2, 1.Along the row, the product of the hook lengths is (l � 1)!. Therefore,Yhook lengths = (k + l + 1)(k � 1)!(l � 1)!Now, since [ i ]! i as s! 1, it follows that ak;l specialises to a� as expected.Recall that Q� denotes the closure of the genuine idempotent (1=��) e�.4.7.6 Proposition.The elements Q� form a free �-basis for C+.Proof. We will show that the set fQ� : j�j = ng is a �- basis for C(n).By Theorem 2.3.10 we have a surjective linear mapw : S(Rnn)! C(n) :By Proposition 4.2.2, since S(Rnn) is isomorphic to Hn, every element of C(n) canbe expressed as the closure of some element h 2 Hn.Let c 2 C(n). Choose h 2 Hn such that bh = c. By Theorem 4.6.9, we canwrite h = Xj�j=nh0�e�h00�= Xj�j=n(1=��) h0�e2�h00� :100



Therefore, c = Xj�j=n(1=��) dh0�e2�h00�= Xj�j=n(1=��) de�h�e�where h� = h00�h0� :The remainder of the proof applies the techniques used in the proof of Theorem4.4.11 (the proof can be found on p.77). From the de�nition of e�,e�h�e� = E�(a) �!��E�_(b)!�1��_h�E�(a)!���E�_(b)!�1��_ :We can write !��E�_(b)!�1��_h�E�(a)!�� as a linear combination of positive per-mutation braids, say P� 
�!� . Thereforee�h�e� =X� 
�E�(a)!�E�_(b)!�1��_ :If � is a permutation which doesn't separate � and �_ thenE�(a)!�E�_(b)!�1��_ = 0 :When � does separate � and �_, then by Lemma 4.5.7 we can �nd permutations�1 2 R(�) and �2 2 R(�_) for which!� = !�1!��!�2 :Substituting this into our expression for e�h�e�, we can remove !�1 and !�2 atthe expense of some scalar, �(�) 2 �. Therefore,e�h�e� =X� �(�)
�e� :Thus c = Xj�j=n(1=��) X� 
��(�)! be�= Xj�j=n ��Q�where �� =X� 
��(�) 2 � :101



We have, therefore, shown that given any element of C(n) we can express it as a �-linear combination of the Q� for which � has n cells. Therefore, fQ� : j�j = ngspans C(n). In fact, this set is a basis. By Corollary 2.3.8 and Lemma 2.5.8the �-dimension of C(n) is equal to the number of partitions of n. We have aset of this cardinality which spans C(n), hence, since � is a commutative ring,fQ� : � 2 Y g is a �-basis for C+.We next wish to calculate the value of the framed Hom
y polynomial X(de�ned in De�nition 2.2.1) for the unknot decorated by Qk;1. From this wederive the value of the unknot decorated by Q1;l.4.7.7 Proposition.X (Qk;1) = kYi=1 v�1s�(i�1) � vsi�1si � s�i :Proof. The result follows by an induction on k, starting at k = 1,X (Q1;1) = X � � = v�1 � vs� s�1 :Assume that we have the result for all i < k. It is enough to show thatX (Qk;1) =  v�1s�k+1 � vsk�1sk � s�k ! X (Qk�1;1) (4.8)as we can then use the induction hypothesis to obtainX (Qk;1) =  v�1s�k+1 � vsk�1sk � s�k ! k�1Yi=1 v�1s�i+1 � vsi�1si � s�i= kYi=1 v�1s�i+1 � vsi�1si � s�i :We now establish equation 4.8. Recall that since we are working in C+, wecan slide pieces of tangle o� the top of a diagram and reintroduce them at thebottom.X (Qk;1) = 1�k;1X (bek;1) 102



= 1�k;1X 0BBBBBB@ . . .

. . .. . .
k-1 + k�2Xi=0(�x�1s�1)i+1 ...

i

. . .
k-1

1CCCCCCA= 1�k;1X 0BBB@ v�1 � vs� s�1
. . .. . .

. . .

k-1+ k�2Xi=0(�x�1s�1)i+1(xs�1)i(xv�1) . . .. . .

. . .

k-1

1CCCA= �k�1;1�k;1  v�1 � vs� s�1 � v  k�2Xi=0 s�2i�1!! X (Qk�1;1)= [k � 1]![k]! sk(k�1)=2s(k�1)(k�2)=2  v�1 � vs� s�1 � v�1s�k+1[k � 1]! X (Qk�1;1)= sk�1[k]  v�1 � v � v�1s�k+1(sk�1 � s�k+1)s� s�1 ! X (Qk�1;1)=  sk�1(v�1 � v � v�1 + v�1s�2k+2)sk � s�k ! X (Qk�1;1)=  v�1s�k+1 � vsk�1sk � s�k ! X (Qk�1;1) :Therefore, X (Qk;1) = kYi=1 v�1s�i+1 � vsi�1si � s�ias required.4.7.8 Corollary.Evaluating the framed Hom
y polynomial at v = s�N and x = s�1=N ,XN(Qk;1) = ( 1 for k = N0 for k > N .103



Proof. By Proposition 4.7.7X (Qk;1) = kYi=1 v�1s�(i�1) � vsi�1si � s�i :When i = N + 1 and v = s�Nv�1s�(i�1) � vsi�1si � s�i = sNs�N�1+1 � s�NsN+1�1sN+1 � s�(N+1)= 1� 1sN+1 � s�(N+1)= 0 :Therefore, since this term is a factor of XN(Qk;1), for k > N ,XN(Qk;1) = 0 for k > N :By Proposition 4.7.7XN(QN;1) = (v�1 � v)(s� s�1) (v�1s�1 � vs)(s2 � s�2) � � � (v�1s�N+1 � vsN�1)(sN � s�N)= (sN � s�N)(s� s�1) (sN�1 � s�N+1)(s2 � s�2) � � � (s� s�1)(sN � s�N)= 1 :
4.7.9 Proposition.Let L be a link with n components. Let L0 be the satellite of L, obtained fromL by decorating the ith component by the pattern Q�i , for i < n and the nthcomponent of L by Qk;1. If k > N thenXN(L0) = 0 :Proof. The link L can be presented as the closure of a (1; 1)-tangle, T ,on the nth component. Therefore, we can present L0 as the closure of T 0 � "k;1which is a (k; k) tangle. (Here "k;1 = (1=�k;1) ek;1.)L0 = 1=�k;1 k

. . .

. . .

T /
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Since T 0 is an element of S(Rkk), it can be swallowed up by ek;1 at the expenseof a scalar, 
(T 0 ). Therefore,XN( dT 0 ek;1) = 
(T 0 )XN(bek;1) :Now by Proposition 4.7.7, since k > N ,XN(bek;1) = 0 ;therefore, XN(L0) = 0 :
4.7.10 Lemma.The following relation holds, at v = s�N and x = s�1=N :XN 0BBBB@ N

N

 . . . 

1CCCCA = x�1s�N [N ] XN 0BBBB@ N

N
 . . . 

1CCCCAwhere the relationship is local, i.e. if two link diagrams are identical exceptwhere shown in the above relation, then XN will evaluate to the same value oneither diagram.Proof. For readability, we express the equalities as equalities betweendiagrams, despite the fact it is the values of XN for each diagram which areequal.
N

N

 . . . = N+1

N

 . . . � N1Xi=0(�x�1s�1)i+1 N

 . . . 

N

by Lemma 4.7.2
= � N�1Xi=0 (�x�1s�1)i+1(�xs�1)i! N

N
 . . . by Prop. 4.7.9105



= x�1  N�1Xi=0 s�2i�1! N

N
 . . . 

= x�1s�N [N ]
N

N
 . . . :

4.7.11 Lemma.Let Lt and Lb be two link diagrams which di�er only where shown.
N

N

 . . . 

 . . . 

N

N

 . . . Lt LbThe framed Hom
y polynomial of Lt is equal to that of Lb,XN(Lt) = XN(Lb) :Proof. To prove this, we consider the value of the framed Hom
y poly-nomial, X . To make the proof easier to read, we will write down equalities asif they held for the diagrams, although the equalities will hold only for theirquantum invariants.
N

N

 . . . =
N

 . . . 

N+1 + x�1s�N
N

N
 . . . by Lemma 4.7.10

= x�1s�N [N ]
N

N

 . . . 
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= x�1s�N [N ](�xs�1)�N+1
N

N

. . . by Theorem 4.4.7
= x�1s�N [N ](�xs�1)�2(N�1) N

N

 . . . 

= x�1s�N [N ](�xs�1)�2(N�1)
N

 . . . 

N

= x�1s�N [N ](�xs�1)�2(N�1) N

N
 . . . 

= x�1s�N [N ](�xs�1)�2(N�1) 0BBBB@ x�2 N

N
 . . . 

�x�1(s� s�1) N

N
 . . . 

1CCCCA :We can apply Lemma 4.7.10 to the �rst term of the expression on the righthandside, to obtain
N

N

 . . . =  x�3s�N [N ](�xs�1)�2(N�1)x�1s�N [N ]� x�2s�N [N ](s� s�1)(�xs�1)�2(N�1) !
N

N

 . . . 

 . . . 

We now simplify the coe�cient of Lt in the above expression.107



x�3s�N [N ](�xs�1)�2(N�1)x�1s�N [N ] � x�2s�N [N ](s� s�1)(�xs�1)�2(N�1)= x�2Ns2N�2 � x�2Ns�N(sN � s�N)s2N�2= x�2Ns2N�2 � x�2NsN�2(sN � s�N)= x�2N (s2N�2 � s2N�2 + s�2)= x�2Ns�2Upon setting x = s�1=N , we have thatXN 0BBBB@
N

N

 . . . 

1CCCCA = XN 0BBBB@
N

N

 . . . 

 . . . 

1CCCCAas required.Lemma 4.7.11 is a speci�c case of [Y, Lemma 1.3], namely [Y, equation 20].The more general result in not needed in this thesis.4.7.12 Proposition.Let L = L1 t L2 t � � � t Ln be an n-component link. Denote the link obtainedfrom L by removing the nth component by L0. Suppose the ith component iscoloured by V�i, for i � n and that V�n = cN . ThenXN(L) = XN(L0) :Proof. By Lemma 4.7.11, we can switch the sign of any crossing whichinvolves the nth component of L without altering the value of the invariant.Therefore, we can assume the nth component of L is unlinked from all the othercomponents. Further, we can unknot the component to obtain a distant unionof L0 and an unknot decorated by QN;1. Therefore, evaluating XN , we getXN(L) = XN(L0 tQN;1)= XN(L0)XN(QN;1)= XN(L0) by Proposition 4.7.8.
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4.7.13 Remarks.A consequence of Propositions 4.7.9 and 4.7.12 is that we can calculate theUq(sl(N)) invariants for all N at once, so long as we stick to colouring links withthe ci. However, since the ci generate R1 as an algebra, we can calculate everyquantum invariant, as a linear combination of links coloured by the ci.We next demonstrate that a relationship which we know to hold in R1 alsoholds in C+ and go on to calculate the value of X for the unknot decorated byQ1;l. It is not di�cult to establish the value of X (Q1;l) directly (as we did forX (Qk;1), but the indirect approach taken here is used in the proof of Proposition4.9.8. We �rst establish a skein theoretic result for C+.4.7.14 Lemma.Consider the closures of the ek;l in the skein of the annulus, i.e. bek;l 2 C+. Thefollowing relation holds :sl[ l ]bek+1;l + s�k[ k ]bek;l+1 = sl�k[ l + k ] be1;l bek;1 :Proof. For the sake of simplicity, the pictures only show the tangle whichwe close to form an element S(S1 � I). However, since we are working with theclosures, we can slide pieces of the diagram o� the top and place them on thebottom of the picture without changing the diagram as an element in the skeinof the annulus.
bek+1;l = . . .. . .

. . .

...

. . .

. . .

k+1

l = . . .

l

k+1

= . . .

l

k
+ k�1Xi=0 0BBBBBBBBB@(�x�1s�1)i+1

. . .

. . . . . .

. . .
l

k

1CCCCCCCCCA ;
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where there are i crossings in the braid :Since we are working in the skein of the annulus, we can slide this braid aroundthe annulus so that it appears under ek;1. The properties of ek;1 mean that wecan remove each of these braids at the expense of a scalar, (�xs�1)i. We obtain
êk+1;l = . . .

. . . . . .

. . .

l k + k�1Xi=0 0BBBBBBBBB@(�x�1s�1)i+1(�xs�1)i
. . .

. . .

...

...

l

k

1CCCCCCCCCA
= . . .

. . . . . .

. . .

l k � x�1  k�1Xi=0 s�2i�1! .... . .

...
l k

= . . .

. . . . . .

. . .

l k � x�1s�k[ k ] .... . .

...
l k

:
Using exactly the same technique on bek;l+1 we obtainbek;l+1 = . . .

. . . . . .

. . .

l k + x�1sl[ l ] .... . .

...
l k

:Hence sl[ l ]bek+1;l + s�k[ k ] bek;l+1 = (sl[ l ] + s�k[ k ]) be1;l bek;1= sl�k [ l + k ] be1;l bek;1
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4.7.15 Comment.A version of Lemma 4.7.14 appears as [Y, Lemma 1.2]. However, since Yokota'squasi-idempotents contain an extra row of antisymmetrisers, the expression in-volves a term which is not one of the quasi-idempotents. Thus the idea that thisis the \Giambelli polynomial" for the decomposition of ek;1e1;l is not emphasised.4.7.16 Proposition.The idempotents Qk;l satisfyQk+1;l +Qk;l+1 = Qk;1Q1;l :Note that this is the decomposition of the product of ck and dl in the ring ofYoung diagrams.Proof. From Lemma 4.7.14 we know thatsl[l]�k+1;lQk+1;l + s�k[k]�k;l+1Qk;l+1 = sl�k[l + k]�k;1�1;lQk;1Q1;lNow sl[l]�k+1;lsl�k[l + k]�k;1�1;l = sl[l][k + l][k]![l � 1]!sk(k�1)=2s�l(l�1)=2sl�k[l + k]sk(k+1)=2s�l(l�1)=2[k]![l]!= slsl�ksk= 1 :Similarly, s�k[k]�k;l+1sl�k[l + k]�k;1�1;l = s�k[k][k + l][k � 1]![l]!sk(k�1)=2s�l(l�1)=2sl�k[l + k]sk(k�1)=2s�l(l+1)=2[k]![l]!= s�ksl�ksl= 1 :Therefore Qk+1;l +Qk;l+1 = Qk;1Q1;l :
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4.7.17 Proposition.Let us denote by QC(X) and QD(X) the power seriesQC(X) = 1Xk=0(�1)kQk;1Xkand QD(X) = 1Xl=0Q1;lX l :(These formal power series are can be thought of as C+ versions of the formalpower series, C(X) and D(X), de�ned in Proposition 2.5.10.) Then,QC(X)QD(X) =  1Xk=0(�1)kQk;1Xk ! 1Xl=0Q1;lX l ! = 1 :Proof. The coe�cient of X0 in QC(X)QD(X) is given by Q0;1Q1;0 whichis the empty knot, which acts as the identity in C+. Therefore, the coe�cient ofX0 in QC(X)QD(X) is 1. It remains to show that the coe�cient of Xm is zerofor m > 0 i.e. mXk=0(�1)kQk;1Q1;m�k = 0 :To do this we use the relation established in Proposition 4.7.16.mXk=0(�1)kQk;1Q1;m�k = Q1;m + (�1)mQm;1+ m�1Xk=1 (�1)k �Qk+1;m�k +Qk;m�k+1�= Q1;m + (�1)mQm;1 + m�1Xk=1 (�1)kQk+1;m�k+ m�2Xk=0 (�1)k+1Qk+1;m�k= Q1;m + (�1)mQm;1 + (�1)m�1Qm;1 + (�1)Q1;m+ m�2Xk=1 (�1)k �Qk+1;m�k �Qk+1;m�k �= 0 : 112



The following Lemma, which provides a factorisation for X (QC(X)), wassuggested, in it's present form, by Morton.4.7.18 Lemma.We can express X (QC(X)) as an in�nite product of rational functions in X withcoe�cients in the ring �.X (QC(X)) = 1Yk=0 1� vs2k+1X1� v�1s2k+1XProof. Let us denote the right hand side by P (X). As a formal powerseries, P (X) = 1Xr=0 prXr :Note that P (X) = 1� vsX1� v�1sXP (s2X)and so (1� v�1sX)P (X) = (1� vsX)P (s2X) :Expand both sides as power series in X and compare coe�cients of Xr+1. Thenpr+1 � v�1spr = s2r+2pr+1 � vs2r+1pr ;and so pr+1 = (v�1s� vs2r+1)(1� s2r+2) pr= sr+1(vsr � v�1s�r)sr+1(sr+1 � s�r�1) pr= (vsr � v�1s�r)(sr+1 � s�(r+1))pr :The value of p0 is given by setting X = 0,p0 = P (0) = 1 :Therefore, for r > 0,pr = rYi=0 vsi�1 � v�1s�(i�1)si � s�i= rYi=0(�1)v�1s�(i�1) � vsi�1si � s�i= (�1)rX (Qr;1) by Proposition 4.7.7 :113



Thus, P (X) = X (QC(X)) :
4.7.19 Proposition.The value of the framed Hom
y polynomial on the unknot decorated by Q1;l isX (Q1;l) = lYi=1 v�1si�1 � vs�(i�1)si � s�i :Proof. This result can be proved directly, as for X (Qk;1), but in light ofLemma 4.7.18 we give the following, more elegant proof. By Proposition 4.7.17,X (QCQD) = X (QC)X (QD) = 1 :Therefore, by Lemma 4.7.18X (QD) = 1Yk=0 1� v�1s2k+1X1� vs2k+1X :The power series expansion of X (QD) is therefore given by writing v for v�1 inthe power series X (QC). Therefore,X (QD) = 1Xl=0  (�1)l lYi=1 vs�(i�1) � v�1si�1si � s�i !X l= 1Xl=0  lYi=1 v�1si�1 � vs�(i�1)si � s�i !X land hence, X (Q1;l) = lYi=1 v�1si�1 � vs�(i�1)si � s�i :
4.7.20 Corollary.The denominator of XN(Q1;l) is \no worse than" [N � 1]!. By this we meanthat there are no poles at any roots of unity of order N or larger. This will beimportant in Chapter 5. 114



Proof. By Proposition 4.7.19X (Q1;l) = (v�1 � v)(s� s�1) (v�1s� vs�1)(s2 � s�2) � � � (v�1sl�1 � vs�l+1)(sl � s�l) :Therefore,XN(Q1;l) = (sN � s�N)(s� s�1) (sNs� s�Ns�1)(s2 � s�2) � � � (sNsl�1 � s�Ns�l+1)(sl � s�l)= [N ][1] [N + 1][2] � � � [N + l � 1][l] :It is clear that if l < N , then the result is true. Suppose l � N . ThenXN(Q1;l) = [N ][N + 1] � � � [2N � 2][2N � 1][2N ] � � � [N + l � 1][1][2] � � � [N � 1][N ][N + 1] � � � [N + l �N ]= [l + 1][l + 2] � � � [l +N � 1][N � 1]! :We next prove a result concerning the dual Young diagrams for the ci.4.7.21 Proposition.XN(Qk;1) = XN(QN�k;1) :Proof. By Proposition 4.7.7 and Theorem 4.6.16XN(QN�k;1) = N�kYj=1 sNs�j+1 � s�Nsj�1sj � s�j= N�kYj=1 sN�j+1 � s�N+j�1sj � s�j= [N ][1] [N � 1][2] � � � [k + 1][N � k]= [N ]![N � k]! [k]!= [N ][1] � � � [N � k + 1][k]= XN(Qk;1) :115



4.7.22 Comment.This result follows automatically from the properties of the quantum group in-variants since the Young diagram cN�k is the index for the dual representationof ck in RN .Later, we will show that this holds for all Young diagrams and their duals.This will be important when we come to de�ne a 3-manifold invariant in Chapter5.4.8 A homomorphism from R1 to C+.We next de�ne an algebra homomorphism fromR1 to C+. Later, we will demon-strate a set of generators for C+ by considering the image of a generating set ofR1 under this homomorphism.4.8.1 De�nition.We de�ne the algebra homomorphism � : R1 ! C+ by�(ci) = Qci 8i 2 IIN4.8.2 Proposition.The homomorphism � is an algebra isomorphism.Proof. For this proof, we denote Qci by Qi.The ring R1 is de�ned to be the free algebra generated by ci, i 2 IIN. Hence,the homomorphism � is an isomorphism if we can show that the elements Qigenerate C+ as a free algebra.By 2.3.7, the elements '+m, m 2 IIN, generate C+ freely, as an algebra, where'+m is the closure of the braid in Figure 4.4.By induction on n, we will show that '+n can be expressed in terms of theQi, for i � n. Thus, fQi : i 2 IINg generates C+ as an algebra.116



. . .

. . .

m ;Figure 4.4: The braid which closes to '+m 2 C+.For n = 1, we have that Q1 = '+1 , and we are done.Now, assume that we have an expression for '+m in terms of the Qi for allm < n. It follows from the de�nition of C(n) (see Corollary 2.3.8) that Qn 2 C(n).Therefore, there is an expression for Qn in terms of monomials of weighteddegree n in the '+m. The monomials of weighted degree n can be indexed bythe partitions of n, henceQn = �n'+n + Xj�j=n��'+�1'+�2 � � �'+�kfor some scalars �� 2 �.The aim is to prove that �n is invertible in �. Then, by the induction hy-pothesis, we can write '+n in terms of the Qi, with i � n. This then proves thatthe elements Qi generate C+ as an algebra.Recall from Notation 2.2.2, that the Conway polynomial can be calculatedfrom the framed Hom
y polynomial by setting x = v = 1.Note that all the terms on the right hand side, except for '+n , are split links.Since the Conway polynomial is 0 on any split link and '+n is ambient isotopicto the unknot, r(Qn) = r(�n'+n ) = � 0nwhere � 0n is the evaluation of �n at x = v = 1.Since we are working in � = C[[h]], �n is invertible if and only if it has non-zero constant term when written in terms of h. Recall that the power seriesexpressions for x and v, in terms of h, have constant term 1. Therefore theconstant term of �n is equal to that of � 0n. If we can show that the constant termof r(Qn) is non-zero, we have shown that �n is invertible.Consider calculating the constant term of r for each positive permutationbraid in Qn. 117



For a link, L, with k components the Conway polynomial, written as a poly-nomial in z has the formr(L) = mLzk�1 + higher order terms in z ;where mL is a scalar depending on the linking numbers of the components of L.For a knot, K, r(K) = 1 + higher order terms in z.Since z = s� s�1, as a power series in hz = h+ higher order terms in h.Therefore, no power of z contributes to the constant term of r(Qn). Hence theonly terms of Qn which contribute to the constant term of r, as a power seriesin h, are those positive permutation braids which close to knots.An n-string positive permutation braid closes to a knot if and only if thepermutation has order n. Let � be such a permutation. The coe�cient of !� inQn is (�x�1s�1)l(�). Since � is of order n,l(�) � n� 1 mod 2 :The constant term of (�x�1s�1)l(�), as a power series in h, is therefore, (�1)n�1.There are (n�1)! such positive permutation braids and therefore the constantterm of r(Qn) is (�1)n�1(n� 1)!. Hence �n is invertible in � = C[[h]].By induction, we can write '+n in terms of Qi for any n 2 IIN. Since theelements '+n generate C+ as an algebra it follows that the elements Qi will alsogenerate C+ as an algebra. Thus, � is surjective.It remains to show that C+ is generated freely by Qi, i 2 IIN.Since fQi : i 2 IINg generates C+ as an algebra, the set of monomials inthe Qi must span C+ as a �-module. The set of monomials Qj1i1Qj2i2 � � �Qjmim forwhich Pmk=1 ikjk = n, generate C(n) as a �-module. We already know that C(n) isfreely generated by a set of elements with cardinality the number of partitionsof n. A similar count to that of Lemma 2.5.8 will show that we have exactly thisnumber of monomials. Therefore, since � is commutative, the monomials form afree �-basis for C(n). We know that C+ =Ln2IIN C(n), therefore the set of all themonomials forms a free �-basis for C+. It follows that fQi : i 2 IINg generatesC+ as a free algebra. 118



We next demonstrate that �(dl) = Q1;l and that �(�k;l) = Qk;l. The aim isto prove that �(�) = Q� for any Young diagram �.4.8.3 Proposition.Under �, the Young diagram with a single row of l cells is mapped to the closureof the genuine idempotent (1=�1;l) e1;l,�(dl) = Q1;l :Proof. We already know that C(X)D(X) = 1. Therefore, for m � 1,mXk=0(�1)kckdm�k = 0 :Since � is an algebra isomorphism,mXk=0(�1)k�(ck)�(dm�k) = 0 :The proof is an induction on the number of cells.We know that d1 = c1, therefore�(d1) = Q1;1as required.Assume we have the result for di, for i < m. We consider the summXk=0(�1)kQk;1Q1;m�k :It follows from the induction hypothesis thatmXk=0(�1)kQk;1Q1;m�k = Qm + mXk=1(�1)k�(ck)�(dm�k) :By Proposition 4.7.17, we know thatmXk=0(�1)kQk;1Q1;m�k = 0 :119



Therefore, by the induction hypothesis0 = Qm + mXk=1(�1)k�(ck)�(dm�k)� mXk=0(�1)k�(ck)�(dm�k)= Qm � �(dm)Since � is an algebra isomorphism, it follows that�(dm) = Qmas required.From this result, we can �nd the images of the hook shaped diagrams �k;lunder �, by induction. The proof is a direct application of the skein relationdeduced in Lemma 4.7.14.4.8.4 Proposition.The images of �k;l under �, for k � 1, l � 1 are given by�(�k;l) = (1=�k;l) bek;l = Qk;l :The scalar �k;l is given in Proposition 4.7.4 as�k;l = [ k + l � 1 ][ k � 1 ]![ l � 1 ]!s(k(k�1)�l(l�1))=2 :Proof. We go by induction on the number of cells, and the length of the�rst column, noting that �(�1;l) = �(dl) for every l, by Proposition 4.8.3. Itfollows that we have the result for m = 1.The induction step works as follows. We assume the result for all diagramswith n cells where n < m. We also assume we know the result for all hookshaped diagrams with m cells and at most k cells in the �rst column. Since � isan algebra isomorphism,�(�k+1;m�k) = �(ckdm�k)� �(�k;m�k+1) :Now, by the induction hypothesis and Lemma 4.7.14120



�(ckdm�k) � �(�k;m�k+1)= sk(k�1)=2s�(m�k)(m�k�1)=2[k]! [m � k]! sk[m� k][m] bek+1;m�k + s�m+k[k][m] bek;m�k+1 !� s(k(k�1)�(m�k+1)(m�k))=2[k + (m� k + 1)� 1] [k � 1]! [(m� k + 1)� 1]! bek;m�k+1= s(k2�k�m2+2mk+m�k2�k)=2sk[k]! [m� k]![m] bek+1;m�k+  s(k2�k�m2+2mk+m�k2�k)=2s�m+k[k � 1]! [m� k]! [m]� s(k2�k�m2+2mk�k2�m+k)=2[m] [k � 1]![m� k]! ! bek;m�k+1
= s(�m2+2mk+m)=2[k]! [m � k � 1]![m] bek+1;m�k+  s�m2+2mk�m)=2 � s�m2+2mk�m)=2[m] [k � 1]! [m� k]! ! bek;m�k+1
= s(k+1)k=2�(m�k)(m�k�1)=2[(k + 1)� 1)! [(m� k)� 1]! [(k + 1) + (m� k)� 1] bek+1;m�k ;= Qk+1;m�kas required.To show that �(�) = Q� for every Young diagram �, we require the followingLemma.
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4.8.5 Lemma.Let Q(y1; y2; y3) be a polynomial in 3 variables.Q(y1; y2; y3) = Xci2C i2IIN3 ci yi11 yi22 yi33Suppose that Q(yN23 ; yN3 ; y3) is identically equal to zero for every value of N 2 IIN.Then Q(y1; y2; y3) � 0 :Proof. We suppose that Q(y1; y2; y3) is not identically zero and show thatthis leads to a contradiction. Let j be the largest of the indexes i (in the lexico-graphic ordering) for which ci 6= 0. We claim that, for N large enough, this isthe only term that contributes to the highest power of y3 in Q(yN23 ; yN3 ; y3). NowQ(yN23 ; yN3 ; y3) =Xi ci yi1N2+i2N+i33 :We wish to show that if we choose N large enough thenj1N2 + j2N + j3 > i1N2 + i2N + i3 :for all i < j with ci 6= 0. Suppose that j1 > i1. Then(j1 � i1)N2 + (j2 � i2)N + (j3 � i3) > 0 () N2 > (i2 � j2)(j1 � i1)N � (i3 � j3)(j1 � i1) :Now for any a, b 2 Q aN + bN2 ! 0 as N !1 ;Therefore, we can �nd ni 2 IIN for whichN2 > (i2 � j2)(j1 � i1)N + (i3 � j3)(j1 � i1) 8N > ni :If j1 = i1 and j2 > i2 then(j2 � i2)N + (j3 � i3) > 0 () N > i3 � j3j2 � i2 :Therefore ni = i3 � j3j2 � i2 :122



Finally, if j1 = i1 and j2 = i2 then j3 > i3 by the assumption that i < j.Therefore j3 � i3 > 0 8N 2 IINas required. We can take ni = 1.Since Q is a polynomial the number of i for which ci is non-zero is �nite.Hence, we can set n to be the maximum of the ni. Then for every N > nj1N2 + j2N + j3 > i1N2 + i2N + i3 8 i < j :Therefore, for N > n, cj is the coe�cient of the largest power of y3 inQ(yN23 ; yN3 ; y3). However, for any N 2 IIN, Q(yN23 ; yN3 ; y3) is identically zero.Therefore, cj = 0 which contradicts the assumption that it was non-zero. There-fore Q(y1; y2; y3) must also be identically zero.4.8.6 Remark.The above result will hold, even if we know only that Q(yN23 ; yN3 ; y3) if identicallyzero only for all N > m say. Taking n0 = maxfn;mg we can still derive thecontradiction, since cj will be forced to be zero for N > n0.4.8.7 Lemma.[TW]Let s be a primitive root of unity and � and � be two q-admissible Youngdiagrams (see De�nition 5.2.1). Recall that J(H;V�; V�) denotes the quantuminvariant for the Hopf link (with positive linking) with one component colouredby V� and the other by V�. Set M to be the matrix (M�;�) whereM�;� = J(H;V�; V�) ;where the indexing set runs over all q-admissible diagrams. ThenM is invertible.
4.8.8 Theorem.The image of the Young diagram � under the algebra isomorphism � is Q��(�) = Q� :123



The element Q�, therefore, is given by the Giambelli formula for �.Proof. Let G� denote the Giambelli formula for � in terms of the ci. Since� is an algebra isomorphism �(�) = �(G�) :Hence, �(�) 2 C(n), where n is the number of cells in �.By Proposition 4.7.6 we can express �(�)�Q� as a linear combination of theQ� where � is a Young diagram with n cells;�(�)�Q� = Xj�j=n b��Q� : (4.9)We will show that b�� = 0 for every � with n cells. Then, since Proposition 4.8.2proves that � is an algebra isomorphism�(�) = Q�as required.Suppose b�� 6= 0 for some �. We will show that this assumption leads to acontradiction. From the proof of Proposition 4.7.6, we know that b�� is a Laurentpolynomial in x, v and s divided by some power of (s � s�1). Therefore, whenwe substitute s = x�N and v = xN2 , we have a Laurent polynomial in x (with a�nite number of isolated poles and zeros) or the zero polynomial. Let ��� denotethe scalar obtained from b�� by making these substitutions.We will show that ��� is identically zero, for any N > n. Assuming thatwe have shown that ��� is zero we can apply Lemma 4.8.5, as follows, to showthat b�� = 0, giving us the required contradiction. If we remove a factor of thelargest power of s, and the smallest powers of x and v from b��, we see that b��is the product of a Laurent monomial and a \genuine" polynomial in x, v andt = s�1 divided by a power of s � s�1. We can then apply Lemma 4.8.5 to thepolynomial (with y1 = v, y2 = t = s�1 and y3 = x) to determine that b�� � 0.This contradicts the assumption that b�� was non-zero. Therefore, b�� = 0 forevery Young diagram � with n cells.To show that ��� � 0 we consider how it behaves in a neighbourhood ofx = 1. It is possible that x = 1 is a pole, or a zero of ���. However, since allpoles and zeros are isolated there is some neighbourhood of x = 1 for which ���is well de�ned and non-zero. Note also that we know that 1=�� is well de�ned124



and non-zero at x = s = 1 from Remark 4.6.8. We can therefore choose aneighbourhood of x = 1 for which both ��� and 1=�� are both well de�ned andnon-zero.In particular, we can pick p 2 IIN for which x = e�2�i=pN lies in this neigh-bourhood. Therefore, the scalars �� and 1=�� are well de�ned and non-zero atthe primitive pth root of unity s = e2�i=p. Set r� to be minimum value of p forwhich this is true.We can �nd such an r� for every b�� which is not identically zero. Set r tobe the maximum of all the r� and 2N . (We require r � 2N since all the Youngdiagrams of size n must �t into a rectangle of length r �N and height N � 1.)Order the Young diagrams with fewer than N rows and at most r�N columns(for example by size). We can extend the expression for �(�) � Q� to a linearcombination of these Young diagrams by setting b��j = 0 if j�jj 6= n.Given any link, if we decorate any component by �(�) and calculate XN ,for any N > n, this will evaluate to the same Laurent polynomial in x as XNevaluated on the link with the component decorated by Q�. This follows from thede�nition of the quantum invariants, Theorem 4.6.16 and the fact that �(�) =�(G�) where G� is the Giambelli polynomial for � in terms of the ck.In particular if H denotes the Hopf linkH = :then for each i J(H;�i; �(�)�Q�) =X ��;�jJ(H;�i; �j) = 0 : (4.10)De�ne the matrix J(H) by setting the (i; j)th entry to be the value of theUq(sl(N)) quantum invariant for the Hopf link with one component coloured by�i and the other by �j.We can rewrite the set of equations 4.10 in matrix form :0B@ J(H;�i; �j) 1CA 0B@ ���j 1CA = 0BB@ 0...0 1CCA :
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By Lemma 4.8.7 the matrix J(H) is invertible and this implies that ���j iszero for all �j. However, since we assumed that ��� was non-zero this is acontradiction.Therefore, ��� = 0 for all � and hence we have proved that�(�) = Q� :
4.8.9 Comments.It is worth noting that for many sizes of Young diagram there is a more directproof of this result. Recall from Remarks 4.6.15 that the elements Q� behavenicely under change of framing. Let Un denote the unknot with framing n 2 ZZ.Then X (Un �Q�) = fn� ��where �� denotes the value of X evaluated on the unknot decorated by Q�.Therefore, if we set �(�)�Q� =X� b�Q�by Lemma 4.8.5 X (Un � (�(�)�Q�)) = 0 :This gives rise to a set of linear equations namely0BBBBBBB@ 1 1 � � � 1f�1 f�2 � � � f�mf 2�1 f 2�2 � � � f 2�m... ... ... ...fm�1�1 fm�1�2 � � � fm�1�m

1CCCCCCCA 0BBBBBBB@ b�1��1b�2��2b�3��3...b�m��m
1CCCCCCCA = 0BBBBBBB@ 000...0

1CCCCCCCA ;where m is the number of Young diagrams with j�j cells. The matrix is a Van-dermonde matrix and is invertible if and only if f�i 6= f�j for i 6= j. If the matrixis invertible then b� = 0 for every � and �(�) = Q�.For j�j = 1, 2, 3, 4 and 5 this is not a problem. Unfortunately there aresome pairs of Young diagrams with the same number of cells which have thesame curl factor. For example, when j�j = 6. The two diagrams in Figure4.5(a) have the same curl factor, x36v�6s6. Other cases arise when there is morethan one Young diagram with a �xed number of cells which is self conjugate126



(i.e. has re
ectional symmetry along the leading diagonal). For these Youngdiagrams �� = 0, therefore, the curl factor for such Young diagrams is xj�j2v�j�j.For example, when j�j = 8, there are two distinct Young diagrams which areboth self conjugate. These are shown in Figure 4.5(b). Hence, the matrix is not
f� = x36v�6s6 f� = x64v�8(a) (b)Figure 4.5: Young diagrams with the same curl factors.invertible when n = 6 or n = 8. These are not the only cases, although I cansee no way of predicting when pairs of Young diagrams with this property willoccur.4.8.10 Corollary to Theorem 4.8.8.Given N and any Young diagram �XN(Q�) = XN(Q��) :Proof. Let G� denote the Giambelli polynomial for � with ci = 0 fori > N and cN = 1. This is an identity in RN . The Giambelli polynomial G��,for ��, in RN can be described by taking that for � and replacing ci by cN�ifor i < N . Now, we know from Proposition 4.7.21 that the invariant of theunknot decorated by ci is equal to that of the unknot decorated by cN�i. Also,because we are considering the unknot, the invariant of the unknot decorated by�� is equal to the product of the invariant of the unknot decorated by � and theinvariant of the unknot decorated by �. Hence, by Theorem 4.8.8XN(Q��) = XN(�(G��))= XN(�(G�))= XN(Q�) :127



4.8.11 Proposition.Let T be an (n; n) tangle which closes to c 2 C(n). Suppose that for all � withj�j = n there exist �� 2 � such thatJ(T ;V2; � � � ; V2) = Xj�j=n �0�V�where �0� is obtained from �� by setting v = s�N and x = s�1=N . Then�(Xj�j=n ���) = c :Proof. We can write any element of C(n) as a linear combination of ele-ments Q� where � has n cells. In particularc = Xj�j=n 
�Q� ;for some coe�cients 
� 2 �, where c is the closure of T . Since � is an isomorphism�(Xj�j=n
��) = c :Now �(Xj�j=n ���) = Xj�j=n ��Q� :We will denote the evaluation of 
� at x = s�1=N and v = s�N by 
0�.Let H = H1 tH2 denote the Hopf link (as in the proof of Theorem 4.8.8).We can think of H as the closure of the (1; 1) tangle S shown below.S =For any Young diagram � with less than N rowsXj�j=n
0�J(H;V�; V�) = Xj�j=n
0�XN(H1 �Q� tH2 �Q�)= XN(H1 �Q� tH2 � c)= XN(H1 �Q� tH2 � bT )= trq(J(S;V�;X �0�V�)) by Prop. 3.6.7= Xj�j=n �0�trq(J(S;V�; V�))= Xj�j=n �0�J(H;V�; V�) :128



Thus, for any Young diagram, �, with fewer than N rowsXj�j=n(
0� � �0�)J(H;V�; V�) = 0 :We can use exactly the same techniques as were used in the proof of Theorem4.8.8 to show that 
0� � �0� = 0 and therefore, that
� � �� = 0 :Hence, Xj�j=n
�Q� = Xj�j=n ��Q�as required.4.8.12 Remarks.The proof of the Theorem 4.8.8 relies upon our knowledge of the representationring RN , quantum invariants and their relation with the framed Hom
y poly-nomial. However, the result is a relationship which holds in C+ and is purelyskein theoretic. It would be pleasing to have a direct proof, in terms of the skeintheory.We consider the preimage of '+m next. By Proposition 4.8.11, the preimageof '+m is given by the endomorphism of V 
m2 represented by the braid in Figure4.4. Note that '+m is a torus knot. The quantum invariants of torus knots havebeen calculated by Rosso and Jones [JR] and Strickland [S]. We give a simpli�edversion of Strickland's result below.4.8.13 Theorem. [S]Let m and p be coprime integers. Let K(m;p) denote the (m; p) cable of the knotK. Then J(K(m;p); c1) = X�2 m(c1) f p=m� J(K; �) :
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where the (m; p)-cable of K is the satellite of K with pattern the pth power ofthe tangle
. . .

. . . � m �!and  m(c1) is the mth Adams operation (see De�nition 4.9.1).Applying Proposition 4.8.11, Theorem 4.8.13 with p = 1 and Proposition4.9.2 we obtain the following expression for ��1('+m):��1('+m) = (xv�1)�1 mXk=1(�1)k�1f 1=m�k;m�k+1�k;m�k+1where, for a Young diagram �, f� is the framing factor given in Remarks 4.6.15as f� = xj�j2v�j�jsn�Recall that �� and d� are de�ned in De�nition 2.4.3 and a recursive de�nitionfor n� is given in Remarks 4.6.15.For � = �k;m�k+1, we have n� = m2 � 2mk+m. Therefore f 1m� contains onlyinteger powers of x, v and s.Let '�m denote the m-string braid obtained from '+m by switching the (m�1)crossings from positive to negative. By applying Theorem 4.8.13 with p = �1we see that ��1('�m) = (xv�1) mXk=1(�1)k�1f�1=m�k;m�k+1�k;m�k+1and hence, the value of ��1('�m) can be obtained by replacing s, x and v by s�1,x�1 and v�1 respectively in the preimage of '+m. This can be demonstrated easilyfor the case where m = 2, using the skein relations. Note that= �(c1)and = xs � ( ) � xs�1 � � � :
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Thus = x�2 � x�1(s� s�1)= x�1s�(�1;2)� x�1s�1�(�2;1)� x�1(s� s�1)�(c21)= x�1(s� s+ s�1)�(�1;2)� x�1(s�1 + s� s�1)�(�2;1)= x�1s�1�(�1;2)� x�1s�(�2;1)= x�1s�1 � ( ) � x�1s � � � :The relationship between ��1('+m) and ��1('+m) is not so easy to see in general.4.8.14 Proposition.The following equalities hold :'+m = xm�1 mXk=1(�1)k�1sm�k[k]�(ckdm�k)'�m = x�(m�1) m�1Xk=0 (�1)ksk[m� k]�(ckdm�k)Proof. '+m = x�1v mXk=1(�1)k�1xmv�1sm�2k+1�(�k;m�k+1)= mXk=1(�1)k�1xm�1sm�2k+1�(�k;m�k+1)= xm�1 mXk=1(�1)k�1sm�2k+1 mXi=k(�1)i�k�(cidm�i)= xm�1 mXi=1 iXk=1(�1)i�1sm�2k+1�(cidm�i)= xm�1 mXi=1(�1)i�1sm+1  iXk=1 s�2k! �(cidm�i)= xm�1 mXi=1(�1)i�1sm+1s�2 (1� s�2i)(1� s�2) �(cidm�i)= xm�1 mXi=1(�1)i�1sm�i[i]�(cidm�i) :131



Since, by Proposition 4.8.3, Pmi=0(�1)i�(ci)�(dm�i) = 0 for m > 0, we canadd multiples of it to '+m.'+m = '+m + �(xm�1[m] mXi=0(�1)icidm�i)= [m]xm�1�(c0dm) + xm�1 mXi=1(�1)i�1(sm�i[i]� [m])�(cidm�i)= [m]xm�1�(c0dm) + xm�1 mXi=1(�1)i  m�iXk=1 s�m�1+2k! �(cidm�i) :Then '�m = x�(m�1) mXi=0(�1)i  m�iXk=1 sm+1�2k! �(cidm�i)= x�(m�1) mXi=0(�1)isi[m � i]�(cidm�i)= x�(m�1) m�1Xi=0 (�1)isi[m� i]�(cidm�i):
4.8.15 De�nition.We de�ne �+(X) and ��(X) to be the following two power series :�+(X) = 1Xm=1'+mXm�1 (4.11)and ��(X) = 1Xm=1'�mXm�1 : (4.12)We also de�ne \quantum derivatives" of C(X) and D(X),C 0q(X) = 1Xk=1(�1)k[k]ckXk�1 and D0q(X) = 1Xl=1[l]dlX l�1 :
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4.8.16 Proposition.The following three identities hold :�+(X) = � � �C 0q(xX)D(xsX) � ,��(X) = � �C(x�1sX)D0q(x�1X) �and ��(X) = � � �C 0q(x�1X)D(x�1s�1X) � :Proof. The �rst two identities follow automatically from the de�nitions.To show the third identity, note that1Xm=1x�m+1[m] mXk=0(�1)kckdm�k!Xm�1 = 0 :We can, therefore, subtract any multiple of the image of this sum under � from��(X) by applying Proposition 2.5.10. Hence��(X) = ��(X)� 1Xm=1 x�m+1 mXk=0(�1)k[m]�(ckdm�k)Xm�1= 1Xm=1 x�m+1 mXk=0(�1)k(sk[m � k]� [m])�(ckdm�k)Xm�1= 1Xm=1 x�m+1 mXk=0(�1)k  sm � s�m+2k � sm + s�ms� s�1 ! �(ckdm�k)Xm�1= 1Xm=1 x�m+1 mXk=0(�1)ks�m+k  �sk + s�ks� s�1 ! �(ckdm�k)Xm�1= 1Xm�1 x�m+1 mXk=0(�1)k�1s�m+k[k]�(ckdm�k)Xm�1 :The third equation now follows by comparing the coe�cient of Xm�1 on theright with that of � �C(x�1sX)D0q(x�1X) �.4.9 Adams operations.Here we consider another generating set for the ring RN . Recall that we canexpress the elements ofRN as symmetric functions in variables xi, for i = 1 : : : N .133



It is well known that the power sums Pi xmi , m 2 IIN, generate RN as an algebra.We will give an expression for the image of the mth power sum, under �, as a sumof m elements in C+. The advantage of these over the elements Q� is that thenumber of terms in each expression is linear rather than factorial in the numberof cells and all the terms are reasonably simple braids. For the de�nitions of CNand pN the reader is referred back to De�nition 2.5.11.4.9.1 De�nition.The Adams operations, f mgm2IIN, are a family of RN -endomorphisms, m : RN !RN ;de�ned by their images on the xi : m(xi) = xmi :Hence  m(c1) = Pxmi , the mth Newton power sum. This is well known to bea polynomial in the ci which is independent of N , i.e. there is a polynomialbm(c) 2 R1 with pN(bm) =  m(c1) for all N .4.9.2 Proposition.The following identities hold for  m(c1), m(c1) = pN  mXk=1(�1)k�1kckdm�k! = pN  mXk=1(�1)k�1�k;m�k+1! :Proof. The function ln(C(X)) has a formal power series expansionln(C(X)) = 1Xm=1 bm(c)Xmwhere bm(c) is a polynomial in fckg1k=1. Di�erentiating ln(C(X)) with respectto X, we get C 0(X)C(X) = C 0(X)D(X) = 1Xm=1mbm(c)Xm�1 :
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By comparing coe�cients it follows thatmbm(c) = mXk=1(�1)kkckdm�k= m�1Xk=1 �(�1)kk(�k+1;m�k + �k;m�k+1)� + (�1)mm�m;1= (�1)mm�m;1 + m�1Xk=1 (�1)kk�k;m�k+1 + mXk=2(�1)k�1(k � 1)�k;m�k+1= ��1;m + (�1)m(m�m+ 1)�m;1 + m�1Xk=2(�1)k(k � k + 1)�k;m�k+1= mXk=1(�1)k�k;m�k+1 :For each N we have thatln(CN(X)) = NXi=1 ln(1� xiX)= � 1Xm=1 NXi=1 xmim Xm= � 1Xm=1  m(c1)m Xm :Now ln(CN(X)) = pN(ln(C(X))) and so m(c1) = �pN(mbm(c)) :The result follows directly from this equation.4.9.3 Remarks.These formulae are independent of N . For a given N , we �nd  m(c1) by applyingpN . For most purposes we can treat  m(c1) as if it were an element of R1.4.9.4 Lemma.Let 	(X) =P1m=1  m(c1)Xm�1. Then	(X) = �C 0(X)D(X) = D0(X)C(X) :135



Proof. From the proof of 4.9.2 we know that	(X) = � ddX ln(C(X)) = �C 0(X)D(X) :It remains to note thatD0(X)C(X) =  1C(X)!0C(X) = �C(X)0C(X)2 C(X) = �C 0(X)D(X) :The objective now is to interpret the Adams operations,  m(c1), as the imageunder � of a simple sum of m braids on m-strings.4.9.5 De�nition.Let 'i;j 2 C+ be the closure of the diagram given below, with i positive crossingsand j negative crossings (so '+m = 'm�1;0).
...

...

j i4.9.6 Theorem.The element  m(c1) is a scalar multiple of the image of the sum of braidsPm = xm�1 .  .  . + xm�3 .  .  . + xm�5 . . . + � � � + x�m+3 .  .  .

.  .  . + x�m+1 . . .

. . .under the homomorphism �. In fact,Pm = [m]�( m(c1)) :Proof. The proof goes by induction on m.For m = 1 we have P1 = c1 and  1(c1) = 1(c1). Note that [1] = 1.Now, assuming the result holds for all k < m, we can apply Lemma 4.9.7 toobtain the following,Pm = m�1Xk=1 (s� s�1)xm�1�kPk'0;m�1�k +mxm�1'0;m�1 :136



Therefore, by the induction hypothesis,Pm = m�1Xk=1(sk � s�k)xm�1�k�( k(c1))'0;m�1�k +mxm�1'0;m�1 :Using the de�nition in Lemma 4.9.4 and equation 4.12 it can be shown thatm�1Xk=1 xm�1�k(sk � s�k)�( k(c1))'0;m�kis the coe�cient of Xm�2 ins � (	(sX) )��(xX)� s�1 � �	(s�1X) ���(xX) :Applying Lemma 4.9.4 and Proposition 4.8.16s� (	(sX) )��(xX) � s�1� �	(s�1X) ���(xX)= s � ��C 0(sX)D(sX)C(sx�1xX)D0q(x�1xX) �+s�1� �D0(s�1X)C(s�1X)D(x�1s�1xX)C 0q(x�1xX)�= � � s�1D0(s�1X)C 0q(X)� sD0q(X)C 0(sX) �by Proposition 2.5.10. The coe�cient of Xm�2 in the expression above is givenby�(bm�2) = �  m�1Xk=1 (�1)k[k](m� k)s�m+kckdm�k � m�1Xk=1 (�1)k[m� k]kskckdm�k! :The coe�cient of ckdm�k in bm�2 is(�1)k  (m� k)(s�m+2k � s�m)s� s�1 � k (sm � s�m+2k)s� s�1 != (�1)k  ms�m+k[k]� k (sm � s�m)s� s�1 != (�1)k(ms�m+k[k]� k[m])= (�1)kms�m+k[k] + (�1)k�1k[m] :Recall that '0;m�1 = '�m and add back on the term mxm�1�('0;m�1). ByProposition 4.8.14, 137



Pm = � m�1Xk=1 (�1)k(ms�m+k[k]� k[m])ckdm�k+m m�1Xk=0 (�1)ksk[m� k]ckdm�k!= � m�1Xk=1 (�1)k  msk (sk�m � s�k�m + sm�k � sk�m)s� s�1 � k[m]! ckdm�k+m[m]c0dm!= � m�1Xk=1 (�1)k  msk (sm�k � s�m�k)s� s�1 � k[m]! ckdm�k +m[m]c0dm!= � m�1Xk=1 (�1)k(m[m]� k[m])ckdm�k + m[m]c0dm!= � [m] mXk=1(�1)k�1kckdm�k � (�1)m�1m[m]cmd0+m[m]c0dm +m[m] m�1Xk=1 (�1)kckdm�k!= � [m] m(c1) +m[m] mXk=0(�1)kckdm�k! by Proposition 4.9.2= [m]� ( m(c1)) +m[m]0 by Proposition 2.5.10= [m]� ( m(c1))
4.9.7 Lemma.LetPm = xm�1 .  .  . + xm�3 .  .  . + xm�5 . . . + � � � + x�m+3 .  .  .

.  .  . + x�m+1 . . .

. . .138



= m�1Xi=0 xm�1�2i'i;m�1�i :Then Pm = m�1Xk=1 (s� s�1)xm�1�kPk'0;m�1�k +mxm�1'0;m�1 :Proof. The method here is to switch and smooth the positive crossings inthe braids using the skein relation. Numbering the crossings from bottom left totop right on the diagrams, we start with the (m� 1)st (positive) crossing.Pm = xm�1 .  .  . + xm�3 .  .  . + xm�5 . . . + � � � + x�m+3 .  .  .

.  .  . + x�m+1 . . .

. . .= xm�1'0;m�1+x�1  xm�2 .  .  . + xm�4 . . . + � � � + x�m+4 .  .  .

.  .  . + x�m+2 . . .

. . .

!= xm�1'0;m�1 + (s� s�1)Pm�1'0;0+x xm�2 .  .  . + xm�4 . . . + � � � + x�m+4 .  .  .

.  .  . + x�m+2 . . .

. . .

!= 2xm�1'0;m�1 + (s� s�1)Pm�1'0;0+xm�3 . . . + � � � + x�m+5 .  .  .

.  .  . + x�m+3 . . .

. . . :Applying the skein relation to the (m� 2)nd crossing we then see thatPm = 2xm�1'0;m�1 + (s� s�1)(Pm�1'0;0 + xPm�2'0;1) + xm�1'0;m�1+ weighted sum of diagrams withthe (m� 1)st and (m� 2)nd crossings negative.Applying the skein relation to all the positive (m � 3)rd, (m � 4)th, : : :, 2ndcrossings we �nally arrive atPm = (m� 1)xm�1'0;m�1 + (s� s�1)m�1Xk=2 xm�1�iPk'0;m�k�1 + xm�3 .  .  .= (m� 1)xm�1'0;m�1 + (s� s�1)m�1Xk=2 xm�1�iPk'0;m�k�1+ x�1  xm�2 .  .  .
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= (m� 1)xm�1'0;m�1 + (s� s�1)m�1Xk=2 xm�1�kPk'0;m�k�1+(s� s�1)P1'o;m�2 + xxm�2'o;m�1= mxm�1'0;m�1 + (s� s�1)m�1Xk=1 xm�1�kPk'0;m�k�1as required.We now calculate the framed Hom
y polynomial for the Adams operations,using the formula for  m in terms of the logarithm of C(X). We then show thatthis calculation agrees with the calculation of the framed Hom
y polynomial forPm.4.9.8 Proposition.X (�( m(c1))) = vm � v�msm � s�m :Proof. From Proposition 4.9.2 we know thatln(CN(X)) = 1Xm=1 bm(c)Xmand that for each N ,  m(c1) = �pN(mbm(c)) :ConsiderX (�(ln(C(X)))) = X (ln(QC(X)))= ln 1Yk=0 1� vs2k+1X1� v�1s2k+1X!= 1Xk=0 ln(1� vs2k+1X)� ln(1� v�1s2k+1X)= 1Xk=0 1Xm=1�(vs2k+1X)mm � 1Xm=1�(v�1s2k+1X)mm != 1Xk=0 1Xm=1 (v�m � vm)m s2km+mXm140



= 1Xm=1 (v�m � vm)m smXm  1Xk=0(s2m)k != 1Xm=1 (v�m � vm)m sm1� s2mXm :Therefore, X (�(bm(c)) = v�m � vmm (sm � s�m)and hence X (�( m(c1))) = vm � v�msm � s�m :
4.9.9 Remark.Note that this calculation agrees with the evaluation of X on Pm.X (Pm) = m�1Xi=0 xm�1�2iX ('i;m�1�i)= m�1Xi=0 xm�1�2i(xv�1)i�m+1+i (v�1 � v)s� s�1= m�1Xi=0 xm�1�2i(xv�1)�m+2i+1 (v�1 � v)s� s�1= m�1Xi=0 vm�2i�1 (v�1 � v)s� s�1= (v�1 � v)s� s�1 vm�1 m�1Xi=0 v�2i= (v�1 � v)s� s�1 vm�1(1 + v�2 + � � �+ v�2m+2)= (v�1 � v)s� s�1 vm�1v�m+1(vm�1 + vm�3 + � � � + v�m+1)= vm � v�ms� s�1 :By Theorem 4.9.6 Pm = [m]�( m(c1)) ;141



hence, X (�( m(c1))) = vm � v�msm � s�mwhich agrees with the calculation in Proposition 4.9.8.4.10 A discussion of the work of Y. Yokota.While writing up this thesis, I was given a copy of a preprint by Yokota entitled\Skeins and quantum SU(N) invariants of 3- manifolds."[Y]. Some of the resultsin this and the subsequent chapter of this thesis also appear in this preprint.Here I highlight some of the similarities and di�erences between the two bodiesof work.Yokota works with the substitutions for x and v in terms of s already inplace, giving a 1-parameter family of skein relations. The idempotent buildingblocks f (l) and g(k) are, respectively, equal to 1=�1;l e1;l and 1=�k;1 ek;1. Theyare de�ned inductively rather than directly as in De�nition 4.4.3. However, it iseasily veri�ed that the 1=�1;l e1;l and 1=�k;1 ek;1 satisfy the inductive de�nitions[Y, equations 5, 6], by applying Lemma 4.7.2. In [Y] the quasi-idempotentsare made by sandwiching a row of symmetrisers f�k 
 � � � 
 f�1 between tworows of anti-symmetrisers g�_1 
 � � � 
 g�_m to produce the element _e�. Note,that upon closure, since the building blocks g(k) are idempotent, the two rows ofanti-symmetrisers can be replaced by one, hence,b_e� = 1��1 � � � ��k ��_1 � � � ��_m be� :The description of Young diagrams in [Y, x2] leads to the row of symmetrisersappearing in the reverse order and the crossings are all negative (compare Figure4.2 with [Y, Figure 3.]). However, there is no material di�erence between e� and_e�. Our elements e� can easily be rearranged to look like those of Yokota. Forexample, when working with the Young diagrams �k;l in Proposition 4.7.4 werearranged our diagram for ek;l to present it in the same form as Yokota's quasi-idempotent for �k;l, to simplify the calculation of �k;l.It is worth noting that, even working with idempotent building blocks, theresulting _e� is only quasi-idempotent and not an idempotent. Yokota scales thiselement to obtain a genuine idempotent.142



The decomposition of the Hecke algebra Hn into minimal 2-sided ideals ofTheorem 4.6.9 relied upon the fact that the idempotents "� specialised to theYoung symmetrisers of the symmetric group algebra CSn. Yokota makes no useof this fact. Instead he works purely in the Hecke algebra with the idempotentsassociated to the rectangular Young diagrams with l columns and n rows, where1 � n � N � 1.In [Y, Proposition 2.4], the framed Hom
y polynomial is calculated for theunknot decorated by Q� for any Young diagram �. It is reasonably quick tocheck that this agrees with our calculations in Propositions 4.7.7 and 4.7.19 forQk;1 and Q1;l. To show that we can obtain the Uq(sl(N)) invariants from X wenote, in Corollary 4.7.8, that XN(Qk;1) = 0 for k > N and that XN(QN;1) = 1.The case for N + 1 is noted in [Y, equation 19]. The cases where k > N + 1follow from the inductive de�nition of g(k). In [Y, equation 20] Yokota notesthat a string can be unlinked from a component carrying g(N) without alteringthe value of XN , as we observed in Lemma 4.7.11. However we don't need tointroduce the identities of [Y, Figure 8], rather they arise naturally from theproperties of XN , for each N , upon making the substitutions for x and v.In Chapter 5 we extend XN to a 3-manifold invariant. We show that we haveinvariance under the Rourke-Fenn version of the Kirby moves whereas Yokotaworks with Kirby's original handle slides. However, the 3-manifold invariantsarrived at are equal. To see this consider the correction terms. Let L be a kcomponent link and set sig(L) = �+ � �� :Since �+ + �� = k, we havec��++ c���� = �(r)�(�++��)c(r)��++��)= �(r)�kc(r)�sig(L) :(For the de�nition of sig(L) see De�nition 5.5.3, for c+, c�, �(r) and c(r) seeNotation 5.5.5.)
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Chapter 5The 3-manifold invariants.
5.1 Introduction.In this chapter we demonstrate that the link invariant XN , de�ned in Chapter 4,gives rise to a 3-manifold invariant when evaluated at primitive roots of unity.We will show that XN vanishes on any link if any component is coloured bycertain Young diagrams with a single row, when evaluated at a primitive rth rootof unity. Let I denote the ideal generated by these Young diagrams. It followsthat, at any given root of unity, we can calculate the invariant using colours inthe quotient ring RN=I.Note that, when q is a root of unity, our scalar ring � is the �eld of complexnumbers C. The ring RN=I can be described as a complex vector space (ratherthan a free module) and we will construct a basis for this space.We give a brief description of the construction of 3-manifolds via surgery onframed links and describe the requirements for a link invariant to determine a3-manifold invariant.Finally we provide an example of a 3-manifold invariant by �xing a colour
r in RN=I, and showing how XN(L) behaves under Kirby moves when everycomponent of L is coloured by 
r.Note that throughout this chapter we treatRN as an abstract polynomial ringwith indeterminates c1, c2, : : :, cN�1. The connection with the representationring of Uq(sl(N)) is all but forgotten. 144



5.2 Two ideals and their connection.In this section we �x q to be a primitive rth root of unity. We describe twogenerating sets (which depend on r) and show that they generate the same idealof RN . We will demonstrate a vector space basis for the resulting quotient ring.5.2.1 De�nition.Fix N and a primitive rth root of unity q with r > N . We de�ne the level l of qto be l = r �N :We call a Young diagram q-admissible if it has fewer than N rows and at most lcolumns. We will denote the set of q-admissible diagrams by DiagN;r.5.2.2 Notation.Let I be the ideal in RN generated by the Young diagrams with exactly l + 1columns.We now show that DiagN;r is a spanning set for the vector space RN=I.5.2.3 Lemma.Let � 2 RN be a Young diagram with n columns. Then � � ci is a linearcombination of diagrams with either n� 1, n or n+ 1 columns.Proof. Let � = (�1; �2; : : : ; �k), where k < N and �1 = n. Label the cellsof ci from 1 to i, top to bottom.The �rst cell can be added to � in any position that results in the formationof a legitimate Young diagram. From the combinatorial rules, any cell labelledwith j, j > 1, must be placed in a position below and to the left of the �rstcell, hence, the only possible way of increasing the number of columns is shownin Figure 5.1 (a). In this case, the number of columns can't increase furtherbecause of the restrictions on the positions of the other cells.145
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k-1(a) (b) (c)Figure 5.1: Legitimate strict expansions of �.We have, therefore, shown that any summand of � � ci must have at mostn+ 1 columns.To show the second inequality, we need to consider the possible ways that �can have cells added to give a column with N cells.Let k = N � m. To reduce the number of columns, we must add m cellsto the �rst column of � and no more. Any cell to the right of or above thesem cells must have a smaller label. Therefore, these m cells must be labelled(i �m + 1),(i �m + 2),: : :,i, and the remaining cells must all have been placedin the �rst k rows, so no other column can have been �lled.This tells us that any summand can have at most one fewer columns than �.
5.2.4 Theorem.Let � be a Young diagram in RN with more than l + 1 columns. Then � canbe expressed as a linear combination of Young diagrams with at most l columnsmodulo I. Furthermore, if � has l + 1 + i columns where 0 � i � l then � canbe expressed as a linear combination of Young diagrams with at least l + 1 � icolumns and at most l columns.Proof. The proof is an induction on the number of columns and the num-ber of cells in the �nal column of the Young diagrams. For any Young diagram �with l+1 columns, � 2 I. Therefore, any linear combination of Young diagramswith all the coe�cients equal to 0 will su�ce.Assume that the result is known for all Young diagrams � < �. Let � be theYoung diagram with l + 1 + i columns and k cells in the last column and �0 be146



the Young diagram obtained from � by removing the last column. Then�0 � ck = �+Xj �j (5.1)where �j < � for every j. By the induction hypothesis we know that each of the�j can be expressed as a linear combination of Young diagrams with at most lcolumns. It remains to show that �0�ck can be expressed as a linear combinationof diagrams with at most l columns. The quotient map � : RN ! RN=I is aring homomorphism, hence, �(�0 � ck) = �(�0) � �(ck). Now �(ck) = ck moduloI. By the induction hypothesis we have an expression for �0 2 RN=I as a linearcombination of Young diagrams with at most l columns. By Lemma 5.2.3, theproduct of any of these terms with ck contributes terms with at worst one extraor one fewer column. Therefore, the number of columns for the summands of�(�0 � ck) is bounded by 0 below and l+ 1 above. Any term with l + 1 columnsis equivalent to 0 modulo I. We have thus proved the �rst part of the Theorem.We now examine the cases where � has between l + 1 columns and 2l + 1columns in more detail to establish the second part.By Lemma 5.2.3, the �j in equation 5.1 will have at most l + 1 + i columnsand at least l + 1 + i � 2 columns. Note that l + 1� (i� 2) > l + 1� i. Recallthat �j < � for every j. Therefore, by the induction hypothesis, we can assumethat the expressions for the �j modulo I only involve Young diagrams with atleast l + 1 � i columns as required. It remains to show that this also holds forthe product �0ck. By the induction hypothesis �0 can be expressed as a linearcombination of Young diagrams with at least l + 1 � (i � 1). If we multiplyany of these Young diagrams by ck the number of columns in each summand isbounded below by l+1� i and above by l+1, by Lemma 5.2.3. Any term withl + 1 columns is equivalent to 0 modulo I and this proves the second part ofthe Theorem. Note that for i > l this says no more than the �rst part of theTheorem.This result implies that the set of Young diagrams with fewer than N rowsand at most l columns is a spanning set for the quotient space R=I. In Corollary5.2.20 we establish that this set is a vector space basis.
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5.2.5 Proposition.The number of q-admissible Young diagrams V (r;N) is the binomial coe�cientV (r;N) = � r � 1N � 1� :Proof. There is a one to one correspondence between the q admissibleYoung diagrams and the monomials of actual degree l in N variables. (Notethat here we are working with actual degree, not weighted degree as elsewherein the thesis.) Let � = (�1; �2; � � � ; �k). Add l � �1 columns with N cells to �.The Young diagram corresponds to the monomialc�_1 c�_2 : : : c�_k cl��1N :The number of monomials in N variables of degree l is equal to� r � 1N � 1�as required.5.2.6 De�nition.Recall from De�nition 4.9.1 that the rth Adams operator of c1 is given by theformula  r(c1) = xr1 + xr2 + � � � + xrN ;where the ci are the elementary symmetric functions in the xj. We de�ne theideal I to be I = h @ r=@ci : 1 � i � N � 1 i :5.2.7 Proposition.The partial derivative of  r(c1) with respect to ck is given by@ r=@ci = (�1)k�1rdr�k :The ideal I is therefore generated by fdr�ig1�i�N�1I = hdr�1; dr�2; : : : ; dr�N+1i :148



Proof. Recall from the proof of Proposition 4.9.2 thatln(C(z)) = 1Xm=1 � m(c1)m zm :Now @@ck ln(C(z)) = @ ln(C(z))@C(z) @C(z)@ck = (�1)kzkD(z) :Therefore, equating the coe�cients of zr, we get(�1) @@ck  r(c1)r = (�1)kdr�k :Now, since (�1)k�1r is invertible and I is generated by the partial derivatives of r(c1), we have shown thatI = hdr�1; dr�2; : : : ; dr�N+1i ;as required.5.2.8 Proposition.Let q be a primitive rth root of unity. Then for p where r �N < p < rXN(Q1;p) = 0 :Proof. By Proposition 4.7.19XN(Q1;p) = pYi=1 sNsi�1 � s�Ns�(i�1)si � s�i= s�(N+1)p pYi=1 qN+i�1 � 1qi � 1Now qN+i�1 = 1 whenever i = kr�N +1 for some k 2 IIN. In particular if k = 1qN+r�N+1�1 = qr = 1 :Hence qr � 1 appears in the numerator for p > r � N . To ensure that this isnot a factor of the denominator, we require p to be less than r. Therefore, forr �N < p < r, the quantum invariant evaluates to 0 for q a primitive rth rootof unity. 149



5.2.9 Corollary.Let L be a link with a component coloured by dp, where l < p < r. ThenXN(L) = 0 :Proof. The link L can be written as the closure of a (1; 1)-tangle T , ob-tained from L by cutting the link at some point along the component colouredby dp. Hence, for some scalar 
T 2 �XN(L) = 
T XN(Q1;p) :Suppose that the other components of L are coloured by �1, : : :, �k. We can writeeach �i as a polynomial in the cj where j < N . The denominator of 
T is theproduct of the denominators of the scalars 1=�j;1. These scalars were calculatedin Proposition 4.7.3 and the denominator of 1=�j;1 is [j]!. Since j < N , the termqr�1 is not a factor of the denominator of 
T . Hence, XN(L) = 0, by Proposition5.2.8.5.2.10 Remarks.In view of Corollary 5.2.9, it may seem peculiar to de�ne I in terms of the partialderivatives of the rth Adams operator. After all, we were looking for an idealgenerated by colours which make XN vanish and we have shown that the di,l < i < r, have this property.However, we will use the fact that I is generated by the partial derivatives ofa polynomial in Proposition 5.2.15 on the way to proving that I = I.We have shown that if we think of dl+1, : : :, dr�1 as polynomials in the cithen when q is a primitive rth root of unity (XN(ci))1�i<N 2 CN�1 is a solutionof (dl+1; : : : ; dr�1) = (0; : : : ; 0) :These are not necessarily the only solutions. However, there is no obvious wayto interpret other solutions in terms of knot invariants.5.2.11 Proposition.The ideal I contains I. 150



Proof. For any given Young diagram � = (�1; �2; : : : ; �k), there is a poly-nomial expression in fdigi�0, given by
� = �������������

d�1 d�1+1 d�1+2 � � � d�1+k�1d�2�1 d�2 d�2+1 � � � d�2+k�2d�3�2 d�3�1 d�3 � � � d�3+k�3... ... ... . . . ...d�k�k+1 d�k�k+2 d�k�k+3 � � � d�k
������������� :If � is a generator for I, then �1 = l + 1 and the top row of the matrix will be(dl+1; dl+2; : : : ; dl+k�1) :Since k < N , we have that l + k � 1 < l + N � 1 = r � 1, so all the terms inthe top row are generators of I. Expanding the determinant by the top row,therefore, gives us � 2 I. All the generators of I being in I, we have shown thatI � I.We now show that these two ideals are the same ideal and calculate itscodimension. A corollary of this calculation will be that the spanning set ofq-admissible diagrams is a basis of RN=I (see Corollary 5.2.20).5.2.12 De�nition.Let P (y1; y2; : : : ; yn) be a polynomial. We say that P is weighted homogeneousof weighted degree d with weights k1, k2, : : :, kn if for any scalar tP (tk1y1; tk2y2; : : : ; tknyn) = tdP (y1; y2; : : : ; yn) :From the relation C(z)D(z) = 1, we know that we can write dj as a weightedhomogeneous polynomial of weighted degree j in the ci, 1 � i � N , where ci hasweight i. Let F : CN�1 � IR! CN�1 be de�ned byF (c; t) = (dr�1(c; cN = t); : : : ; dr�N+1(c; cN = t)) :5.2.13 Remarks.Note that when t = 1 the components of F (c; t) are exactly the polynomialswhich generate I. However, when t = 0 we can apply Lemma 5.2.14 and so151



we can easily count the number of solutions to F (c; 0) = 0 (with multiplicity).Showing that this number is preserved under a small perturbation from t = 0will allow us to calculate the codimension of I and show that the q-admissibleYoung diagrams form a basis of RN=I. Note that since we have a spanning setfor RN=I and I � I, we know that I is of �nite codimension in RN .5.2.14 Lemma.[MO, x2 Theorem 1]Let f(y1; : : : ; yn) be a weighted homogeneous polynomial of weighted degree dwith weights w1, : : :, wn with an isolated critical point at the origin. Letf 0 : (Cn; 0)! (Cn; 0)be de�ned by f 0(y1; y2; : : : ; yn) = (@f=@y1; @f=@y2; : : : ; @f=@yn) :Then the local degree of f 0 at 0 is given by the formuladeg f 0 = nYi=1 (d� wi)wi :
5.2.15 Proposition.The equation F (c; 0) = 0 has only one solution, namely c = 0, and this solutionoccurs with multiplicity � r�1N�1�.Proof. Let c = (c1; c2; : : : ; cN�1) be a solution of F (c; 0) = 0. At t = 0,we have that cN = 0, hence,C(z) = 1� c1z + c2z2 � � � �+ (�1)N�1cN�1zN�1D(z) = 1 + d1z + d2z2 + � � �+ dlzl + dl+Nzl+N + � � �If we work modulo zN+l, we can writeD(z) = D0(z) + zl+ND00(z)152



where D0 is a polynomial of degree l. Now at the point c,1 = C(z)D(z) � C(z)D0(z) mod zl+N :The degree of CD0 is at most l +N � 1, and soC(z)D0(z) = 1 ;but both C and D0 are polynomials and therefore must both be equal to 1. Hence(c1; c2; : : : ; cN�1) = (0; 0; : : : ; 0) :Note that the weighted degree of  r(c1) is r. By Lemma 5.2.14 the multiplicityof the root 0 is given byN�1Yi=1 r � ii = (r � 1)(r � 2) � � � (r �N + 1)(N � 1)(N � 2) � � � 1= (r � 1)!(r �N)!(N � 1)!= � r � 1N � 1�The following three standard results will be instrumental in showing that thetwo ideals are equal and that the set of Young diagrams with fewer than N rowsand at most l+1 columns is actually a vector basis for the quotient space ratherthan just a spanning set. The proof that the number of critical points (countedwith multiplicity) is preserved for our 1-parameter family of maps F (c; t) wasexplained to me by J.W. Bruce.5.2.16 Proposition.[AGV, p. 92]Suppose that a map, g, has no zeros on the boundary of a bounded domainU � Cn and that the degree of the map g=jgj from the boundary of U to the ndimensional unit sphere is equal to k. Then the system g = 0 has a �nite numberof roots in U and the sum of their indices is equal to k. (For our purposes, theindex of a root is equal to its multiplicity.)153



5.2.17 Theorem.[F]Let J be an ideal of the polynomial ring C[c1; : : : ; cn] and assume that the varietyV (J) = fP1; : : : ; Pmg is a �nite set of points. Let Oi be the local ring associatedwith the point Pi. Then there is a natural isomorphismC[c1; : : : ; cn]=J �= mYi=1Oi=J:Oi
5.2.18 Corollary.Using the same notation as in Theorem 5.2.17, let mPi denote the multiplicityof the point Pi. The dimension of C[c1; : : : ; cn]=J is equal to the sum of themultiplicities of the points Pi,dimC[c1; : : : ; cn]=J = iXi=1mPi :Proof. FromTheorem 5.2.17 we have that the dimension of C[c1; : : : ; cn]=Jis equal to the sum of the dimensions of Oi=J:Oi, for each i. This dimension isexactly the de�nition of the multiplicity of the point Pi and we are done.Now we return to our speci�c example. Each of the primitive rth roots ofunity provide us with a point Pi in the variety V (I). It is not clear all the pointsin V (I) arise in this way, however, other solutions of F (c; 1) = 0 have no obviousinterpretation in terms of knot invariants.5.2.19 Theorem.The codimension of the ideal I is � r�1N�1�.Proof. For any given scalar �,C(�z)D(�z) = 1 ;154



so the polynomial dj(c1; : : : ; cN�1) is weighted homogeneous of weighted degreej with weights (1; 2; : : : ; N).Choose (c; t) 2 CN�1 � IR such that F (c; t) = 0. Since dj is weighted homo-geneous, then for a given �,F (�c1; �2c2; : : : ; �N�1cN�1; �N tN ) = (�r�1dr�1(c; t); : : : ; �r�N+1dr�N+1(c; t))= 0 :Setting � = t�1=n and y = (�c1; �2c2; : : : ; �N�1cN�1) then F (y; 1) = 0. Notealso, that given any solution y of F (y; 1) = 0, then for each t we can �nd an xsuch that F (x; t) = 0.Since 0 < t � 1, we have that � � 1 and sojyj � jcjIf we choose R 2 IR such that R > maxfy:F (y;1)=0g jyj ;then the ball BR will contain all the preimages of 0 for 0 < t � 1 and none ofthese points will lie on @BR = SR. Since the only preimage of 0 for t = 0, is 0,in fact the inequality can be extended to 0 � t � 1.By the choice of R, the mapF (c; t)jF (c; t)j : SR � [0; 1]! S1is well de�ned and is a homotopy from t = 0 to t = 1, so it has �xed degreefor any value of t. By Proposition 5.2.16 the degree, for a given t, is equal tothe sum of the multiplicities of the roots of F (c; t) in the interior of BR. Fort = 0, we have that the only root of F (c; 0) is 0 and the multiplicity of this rootis V (r;N), by Proposition 5.2.15. At t = 1 we therefore have that the sum ofthe multiplicities of the roots of F (c; 1) in the interior of BR must also be equalto this number, but by the choice of R, all the roots are inside SR, so this isthe sum of the multiplicities of all the roots. Therefore by Theorem 5.2.17 thecodimension of the ideal I is V (r;N).
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5.2.20 Corollary.The two ideals I and I are equal : I = I :The set of Young diagrams with at most l columns and fewer than N rows is avector space basis for the quotient space C[c1; : : : ; cN�1]=I :Proof. By combining Theorems 5.2.19, 5.2.4 and Proposition 5.2.11 wehave the following set of inequalities from the codimension calculations:� r � 1N � 1� = dimC[c1; : : : ; cN�1]=I � dimC[c1; : : : ; cN�1]=I � � r � 1N � 1� :Hence I = I and by Theorem 5.2.4 we have a spanning set which has exactlythe correct number of elements by Theorem 5.2.19, namely the Young diagramswith at most l columns and fewer than N rows.5.3 The ring RN=I.In this section we consider a property of the structure constants for RN=I whichis inherited from RN .5.3.1 Notation.We will denote the coe�cient of � in the product �� 2 RN=I by b��� and thecoe�cient of �� in the product �� by b��� . Therefore,�� =X� b���� =X�� b�����and consequently b��� = b���� :This is consistent with the notation for the Littlewood-Richardson coe�cientsas de�ned in De�nition 2.5.1.
156



5.3.2 Proposition.Let �,� 2 RN , then the empty Young diagram ; � �� if and only if � = ��.The coe�cient of ; in �� �� is 1.5.3.3 Theorem.Let a��� denote the coe�cient of �� in �� 2 RN , thena��� = a��� = a��� :Proof. Let the decomposition of �� 2 RN be�� =X� a����� :Consider the decomposition of the tensor product ���.��� =X� a������By Proposition 5.3.2, the empty Young diagram will occur in only one term,namely when � = �, with coe�cient a��� . Similarly, we have that a��� is thecoe�cient of ; in the decomposition of ��� and a��� is the coe�cient of ; in���. Noting that ��� = ��� = ���we are done.5.3.4 Theorem.The relation in Theorem 5.3.3 holds for the structure constants of RN=I. Recallthat b��� denotes the coe�cient of �� 2 DiagN;r in the expression for ��, as anelement of RN=I. Then b��� = b��� = b��� :Proof. Let �,�,� 2 RN=I be Young diagrams in DiagN;r. The decompo-sition of ��, in RN=I, is given by�� = X�2DiagN;r b�����157



Note that as � has at most l columns, then so has ��. Therefore �� 2 DiagN;r.Hence, ��� can be written as a linear combination of Young diagrams with atmost 2l columns, as an element of RN . The trivial representation will occur withcoe�cient 1 from Proposition 5.3.2. Those terms with at least l+2 columns canbe expressed as linear combinations of Young diagrams with at least 1 row, by theTheorem 5.2.4. Since DiagN;r is a basis and the trivial module doesn't appear inthe expressions for diagrams with more than l+1 columns, the only contributionto the scalar term is 1. We can then use the same method as for Theorem 5.3.3to show that b��� = b��� = b��� ; 8�; �; � 2 DiagN;r :
5.4 Surgery on a link.5.4.1 De�nition.Let L = L1 t L2 t � � � t Lm be a framed link in S3. Surgery is a method ofproducing a 3-manifold by cutting up S3 using the link as a pattern.Remove a solid torus neighbourhood Vi of each component Li from S3. Thisgives us a compact 3-manifold with boundary called the exterior of the link whichwe denote by extL. The manifold M(L) is obtained by gluing a solid torus toeach of the boundary components of extL. The gluing speci�es which curves onthe boundary of extL are to be glued to the meridian of the solid torus. This isdetermined by the framing of the link. The framing of a link component identi�esa choice of parallel curves. It is these curves which are glued to the meridians ofthe solid tori.More formally, let U be a regular closed neighbourhood of L in S3, consistingof solid tori U1; : : : ; Um. For i = 1 : : : m identify Ui with S1 � B2 so that Li isidenti�ed with S1�0 where 0 is the centre of B2. The framing of Li is identi�edwith a constant normal vector �eld on S1 � 0 � S1 �B2.Let B4 be a closed 4-ball bounded by S3. Glue m copies of the 2-handleB2 �B2 to B4 along the identities Ui = S1 �B2 = @B2 �B2 for each i.
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5.4.2 Comments.Lickorish [Li1] proved that every 3-manifold can be obtained in this way. Ofcourse, it is possible that the same manifold can be obtained by surgery ontwo di�erent links. The next result, determines exactly when this can happen.Details of these results can be found in Rolfsen's book [Ro].5.4.3 Theorem.[FR, Ki, Li1]Every closed oriented 3-manifold, M , can be obtained by surgery on a framedlink, i.e. given any 3-manifold M there is some link L for which M =M(L).There is an orientation preserving homeomorphism betweenM(L) andM(L0)if and only if L and L0 are related by a �nite sequence of Kirby moves. Thepositive and negative Kirby moves are shown in Figures 5.2 and 5.3.
T �! TL �! '+(L)Figure 5.2: The positive Kirby move.

T �! TL �! '�(L)Figure 5.3: The negative Kirby move.
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5.4.4 Remarks.Ideally we wish to �nd an element of the representation ringRN , 
 say, for whichthe quantum invariant J(L; 
; : : : ;
) = J(L0; 
; : : : ;
)where L0 and L are related by a Kirby move, then we have a 3-manifold invariant.In fact, we describe an element 
r 2 RN=I for whichJ(L; 
r; : : : ;
r) = cJ(L0; 
r; : : : ;
r)for some scalar c when we evaluate at q a primitive root of unity. We needto introduce a correction term to obtain a 3-manifold invariant. Working inRN=I, which is a �nite dimensional space, we know that 
r will be a �nitelinear combination of � 2 DiagN;r.5.5 A 3-manifold invariant.In this section, we use the techniques of Morton and Strickland [MS] to obtaina 3-manifold invariant by evaluating XN at a primitive root of unity.Throughout this section we will assume that q is a �xed primitive rth rootof unity. All evaluations of XN will be at this root of unity.5.5.1 Notation.Let 
r denote the following linear combination of elements in RN=I.
r = X�2DiagN;r ��� � :where ��� = XN(Q��) :Note that Corollary 4.8.10 implies that�� = ��� :160



5.5.2 Proposition.Let L1 be an oriented link with k components and let L2 be the link obtainedfrom L1 by reversing the orientation of the �rst component. ThenXN(L1; 
r; �2; : : : ; �k) = XN(L2; 
r; �2; : : : ; �k) :Proof. XN(L1; 
r; �2; : : : ; �k) = X�2DiagN;r ���XN(L1;�; �2; : : : ; �k)= X�2DiagN;r ���XN(L2;��; �2; : : : ; �k)This follows from the properties of the quantum invariants. Now, �� has at mostthe same number of columns as �, hence, � 2 DiagN;r if and only if �� 2 DiagN;r.Therefore, since �� = ��� ,X�2DiagN;r ���XN(L2;��; �2; : : : ; �k) = X�2DiagN;r ���XN(L2;�; �2; : : : ; �k)= XN(L2; 
r; �2; : : : ; �k)
5.5.3 De�nition.Given a framed link L with k components we can de�ne the k � k matrix (li;j)by li;j = ( lk(Li; Lj) for i 6= jframing on Li for i = j :The matrix is symmetric and hence can be thought of as a quadratic form.We de�ne sig(L) to be the signature of this quadratic form. (Note this is notnecessarily equal to the standard de�nition of the signature of a link.)5.5.4 Lemma.If L is the link obtained from L by reversing the orientation of every componentthen sig(L ) = sig(L) :161



Under a Kirby move the signature is altered as follows :sig(L) = sig('�(L))� 1 :
5.5.5 Notation.Let c+ denote the scalar c+ = X�2DiagN;r f��2�and c� the scalar c� = X�2DiagN;r f�1� �2� :The scalar c+ (respectively c�) is the values of XN on the unknot with framing+1 (respectively framing �1) coloured by 
r.c+ = XN � 
r � :c� = XN � 
r � :Since c+ 2 C, we can write c+ as the product of a positive real number �(r) anda complex number of unit length c(r)c+ = �(r)c(r) :5.5.6 Theorem.The element T (L) = �(r)�kc(r)�sig(L)XN(L; 
r; : : : ;
r)depends only on the manifold given from the k component link L by surgerywhere sig(L) is the signature of the quadratic form described in De�nition 5.5.3.The proof relies, almost entirely, on the symmetry of the coe�cients b���demonstrated in Theorem 5.3.4. First we establish some properties of 
r as anelement of the ring RN=I and look at the behaviour of XN under the Kirbymoves. The proof of Theorem 5.5.6 can be found on page 169.162



5.5.7 Lemma.The element 
r is an eigenvector for multiplication by �, for any � 2 DiagN;r.Proof. �
r = X�2DiagN;r ��� ��= X�2DiagN;r X�2DiagN;r ���b�����= X�2DiagN;r X�2DiagN;r ���b����� by Theorem 5.3.4.Now, �� = X�2DiagN;r b����� :Therefore, ��� = ���� = X�2DiagN;r b������ :Hence, �
r = X�2DiagN;r ������= ��
r :5.5.8 Proposition.Let � be a basis element of RN=I. ThenXN 0BBBB@� 
r1CCCCA = c+ XN � � �Similarly XN 0BBBB@� 
r1CCCCA = c� XN � � �where c� is the complex conjugate of c+.163



Proof. By Proposition 5.5.2, a component coloured by 
r can be orientedin either direction, without changing the value of XN . Therefore, we can choosethe orientation so that the linking number of the two components is 1 ratherthan �1. Therefore, omitting to write XN ,� 
r = � Ω r= �
r= �� 
r by Lemma 5.5.7.= c+�� :To show the result for the negative Kirby move change all the framings in theabove proof from +1 to �1.To see that c� = c+, note that jf�j = 1and therefore f�1� is the complex conjugate of f�. We can calculate �� by writing� as a polynomial in the ci. Therefore, �� is an integer linear combination ofrationals of quantum integers. Now for any given n 2 ZZ[n] = sn � s�ns� s�1 :Since s has unit length s�n is the conjugate of sn and so [n] 2 IR. Hence �2� is areal number and therefore self conjugate.5.5.9 Corollary.Let L be a link which is the closure cX of some (n; n)-tangle X. Then
XN

0BBBBBBBBBBBBBBB@
X 
r

1CCCCCCCCCCCCCCCA = c+ XN (L) :
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Although the diagram on the lefthand side is drawn as an open tangle, we willevaluate XN on its closure.Proof. The tangle X determines an endomorphism of cn1 . As an elementof RN=I, we can write cn1 as a linear combination of q-admissible diagramscn1 = X�2DiagN;r ��� :By Schur's Lemma, as an RN -module endomorphism the tangle X is a scalarmultiple, 
� say, of the identity map when restricted to each irreducible piece.Hence we can replace X by P�2DiagN;r 
����. The result then follows fromProposition 5.5.8.
XN

0BBBBBBBBBBBBBBB@
X 
r

1CCCCCCCCCCCCCCCA = X�2DiagN;r 
���XN 0BBBBB@� 
r 1CCCCCA
= X�2DiagN;r c+
���XN 0@ �1A= c+XN (L) :

5.5.10 Lemma.Let L and K be two links and let � denote an element of the basis of RN=I.ThenJ(L;�; �2; : : : ; �m)J(K;�; �2; : : : ; �n) = ��J(L#K;�; �2; : : : ; �m; �2; : : : ; �n)where L#K denotes the connected sum of the links L and K.Proof. Consider the link L as the closure of a (1; 1)-tangle T on the �rstcomponent and K as the closure of S.165



The tangle T determines a module endomorphism of � which by Schur'sLemma is a scalar multiple of the identity map. Let �T denote the scalar. Let�S denote the scalar associated to S. ThenJ(L;�; �2; : : : ; �m)J(K;�; �2; : : : ; �n) = ���T ���s= �����T�S= ��J(L#K;�; �2; : : : ; �m; �2; : : : ; �n)
5.5.11 Notation.Let H (respectively H�) denote the matrix (over the basis DiagN;r) for the Hopflink where the linking number of the two components is +1 (respectively �1)and each component has zero framing. Therefore, H is the matrix de�ned inLemma 4.8.7 and H�� = XN(H;�; �) :Note that, by reversing the orientation of one component we obtain the Hopflink with linking number �1 (respectively 1), therefore,H��� = H���By Lemma 4.8.7 the matrix H is invertible. This is essential to prove that T (L)is a 3-manifold invariant as stated in Theorem 5.5.6.We de�ne the matrix F to be the matrix whose entries are the framingcoe�cients f� (see Comment 3.6.6) on the diagonal and 0 o� the diagonal.The next Proposition demonstrates how we can use the Kirby moves and theconnected sum of links to calculate XN is two ways and so derive relationshipsbetween H and H�. The next Proposition does the spade work required to showthat H� is the inverse of H up to a scalar,H�H = �(r)2I :5.5.12 Proposition.The following hold HFHF = c+F�1H� : (5.2)H�F�1H�F�1 = c�FH : (5.3)166



Proof. Consider the matrix HF , where H and F are as de�ned in Nota-tion 5.5.11. The (�; �)th entry of HF is f�H�;� which corresponds to calculatingthe XN of the link below. � �Let T�;�;� denote the value of XN for the link below� ��T�;�;� = ��1� f�H�;�f�H�;� by Lemma 5.5.10= ��1� (HF )�;�(HF )�;� :Therefore, ((HF )2)�;� = X�2DiagN;r ��T�;�;� :Alternatively we can think of this as the value of XN on the link below.� �
rNow XN 0BB@ � �
r 1CCA = XN 0BBBB@� λ 
r1CCCCA= c+XN 0@� �1A= c+(F�1H�)�;� :Therefore, HFHF = c+F�1H� :The proof of the second relation is similar. We use Hopf links with negativelinking number and negative framing and apply Lemma 5.5.10, providing us withtwo ways to calculate the same invariant.167



Let T ���� denote the value of XN for the link below� ��T ��;�;� = ��1� f�1� H��;�f�1� H��;� by Lemma 5.5.10= ��1� (H�F�1)�;�(H�F�1)�;� :Therefore, ((H�F�1)2)�;� = X�2DiagN;r ��T�;�;� :Alternatively we can think of this as the value of XN on the link below.� �
rNowXN 0BB@ � �
r 1CCA = XN 0BBBB@� λ 
r1CCCCA= c�XN 0@� �1A= c�(FH)�;� :Therefore, H�F�1H�F�1 = c�FH :
5.5.13 Corollary.The scalar c+ (and therefore c�) is non-zero and the two Hopf matrices H andH� are almost inverses of each otherH�H = c+c�I168



and �(r)2 = c+c� = X�2DiagN;r �2� :This equation can be found in [Y, Propsition 4.3].Proof. H�HFH = H�HFHFF�1= c+H�F�1H�F�1 by equation 5.2= c+c�FH by equation 5.3.Therefore, since F and H are invertible,H�H = c+c�I :Calculating the �rst entry of H�H we see thatX�2DiagN;rH;;��H�;; = X�2DiagN;r �����= X�2DiagN;r �2� by Corollary 4.8.10.Since �2� is a positive real number, c+ and c� can't be zero.We can now prove that T (L) is a 3-manifold invariant as stated in Theorem5.5.65.5.14 Proof of Theorem 5.5.6If L has k + 1 components, '+(L) will have k. By Lemma 5.5.4 we know thatsig(L) = sig('+(L)) + 1 :Therefore,T (L) = �(r)�k�1c(r)�sig(L)XN(L; 
r; : : : ;
r)= �(r)�1�(r)�kc(r)�(sig('+(L))+1)c+XN('+(L); 
r; : : : ;
r)= �(r)�1c(r)�1c+T ('+(L))= T ('+(L)) : 169



For the negative Kirby move, note that c� = �(r)c(r) and since c(r) has unitlength, c(r) = c(r)�1. Therefore,T (L) = �(r)�1c(r)c�T ('�(L))= �(r)�1c(r)�(r)c(r)T ('�(L))= c(r)c(r)�1T ('�(L))= T ('�(L)) :This completes the proof.
5.5.15 Comments.In [RT2], Turaev and Reshetikhin gave a method for constructing 3-manifoldinvariants from modular Hopf algebras. Turaev and Wenzl [TW] and Andersen[An] proved that the representation theory of Uq(sl(N)) at q a root of unitygives rise to a modular Hopf algebra. (The case where N = 2 had been treatedearlier in [RT2].) Hence we can de�ne a 3-manifold invariant from quantumgroup invariants at q a root of unity. A detailed account of the theory can befound in Turaev's book [T3].5.5.16 Theorem.For a �xed N and r the 3-manifold invariant T (L) de�ned in Theorem 5.5.6 isequal to the Turaev-Reshetikhin invariant for Uq(sl(N)) up to normalisation.
Discussion.Theorem 5.5.16 follows directly from the work of Turaev and Wenzl [TW]. Mor-ton and Strickland [MS] proved the result directly for N = 2.We can't identify the ring RN=I with a ring generated by the irreduciblerepresentations of Uq(sl(N)) at a root of unity. Wenzl [Wz2] proved that the q-admissible diagrams index the irreducible representations of the Hecke algebras of170



type A when q is a root of unity. We can show that the Littlewood-Richardson co-e�cients for Hecke algebras at a root of unity calculated by Goodman and Wenzl[GW] are equal to our coe�cients b���. In fact Goodman andWenzl demonstratedthat they can be calculated by considering any Young diagram to represent anelement of the ring of symmetric polynomials and reducing modulo the idealof q-admissible diagrams. (Recall that in Chapter 4 that we described the cias the elementary symmetric polynomials in N � 1 variables.) They commentthat these coe�cients should be related to the decomposition of the irreduciblerepresentations of Uq(sl(N)) when q is a root of unity.The representation theory of Uq(sl(N)) at a root of unity has been investi-gated by many people. Andersen [An] demonstrated the existence of a simpleUq(sl(N))-module for each q-admissible diagram. He de�nes a reduced tensorproduct which gives rise to a ring structure for the set of semi-simple Uq(sl(N))-modules. Various properties of this ring were established by Turaev and Wenzl[TW] in their study of 3-manifold invariants. The question of whether it is possi-ble to realise the abstract ring RN=I by these modules of Uq(sl(N)) is discussedin [Wz3]. It is not clear that the structure coe�cients for the decomposition oftensor products tally with the Littlewood-Richardson coe�cients of Goodmanand Wenzl.
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Concluding remarks.
Theorem 4.8.8 states the equivalence of two elements of the Hom
y skein of theannulus. However, we had to appeal to the relationship with quantum grouprepresentations to prove it. It would be pleasing to have a completely skeintheoretic proof of this result.To this end, it is worth pursuing the possibility of reasonably simple skeinrelations between the elements Q�. This would also facilitate calculation of thescalars �� and calculation of invariants for knots by using the skein relationsto simplify the colouring. Such a skein relation should be enough to show thatthe scalar �� is a Laurent polynomial in s only. Yokota achieves a form ofrelationship between the idempotents as elements of the Hecke algebra in [Y,Lemma 1.3]. However, it requires use of the product in the Hecke algebra whichis not possible upon taking closure.What information do the 3-manifold invariants carry for speci�c values of Nand q? Do well known 3-manifold invariants appear when we evaluate at speci�croots of unity?Many of the results in Chapters 4 and 5 rely upon the invertibility of theHopf matrix. Although this result is proved in [TW], it would be more satisfyingto prove it directly from the theory of Chapter 5 and so take a step nearer todivorcing the theory from the representation theory of quantum groups.
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