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Abstract

In this paper we propose a general variational segmentation model for multiphase texture segmentation based on fuzzy

region competition principle. An important strength of the proposed framework is that different region terms (e.g. mutual

information [1], local histogram [2] models for texture-based segmentation, and piecewise constant intensity model [3]

for intensity-based segmentation) can be included as appropriate to the problem. Constraints of different phases are

considered by introducing Lagrangian multipliers into the energy functional, and a fast numerical solution is achieved

by employing the fast dual projection algorithm [4]. The proposed model has been applied to synthetic and natural

images in order to make comparisons with other competing models in literature. Our results demonstrate superiority

in dealing with multiphase texture segmentation problems. To demonstrate its usefulness in biomedical applications we

have applied the new model to two retinal image segmentation problems: segmentation of capillary non-perfusion regions

in fluorescein angiogram and segmentation of cellular layers of the retina in optical coherence tomography, and evaluated

against the gold standard set by experts. The generalized overlap analysis shows good agreement for both applications.

As a generic segmentation technique our new model has the potential to be extended for wider applications.

Keywords: multiphase segmentation, texture, active contour, level set, fluorescein angiography, optical coherence

tomography

1. Introduction

Image segmentation, particularly in the field of medi-

cal image segmentation, is a fundamental and challenging

problem in image processing and often a vital step for high
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level analysis. The aim of image segmentation is to divide

an image into different categories based on features, such

as intensity, color or texture, where each pixel in the image

should belong to one class and only one class. Segmen-

tation of texture images is intrinsically more challenging

than intensity-based ones. For texture images, detecting

edges directly is problematic as it may treat intrinsic tex-

ture patterns as edges resulting unsatisfactory segmenta-

tion. Depending on the number of categories of regions

to be segmented, image segmentation can be two-phase

(two categories) or multiphase (more than two categories).
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Multiphase segmentation is extremely valuable for medi-

cal image analysis as in many applications the structure

of interest often is often surrounded by other structures or

organs.

In this paper we will limit our discussion to energy min-

imization models and more specifically region-based active

contour models. These models can be modeled mathemat-

ically and optimized using efficient solvers (e.g. graph cut

[5], multigrid [6], dual projection algorithm [4], convexifi-

cation method [7]). More importantly, they have thrived

for their robustness and flexibility in dealing with differ-

ent applications [8, 3, 1, 9, 2]. For two-phase segmenta-

tion a plethora of models have been proposed primarily

for intensity-based segmentation (e.g. piecewise constant

intensity model [3] and few for texture segmentation mod-

els [8, 1, 2]. Considerable effort has also been made to

formulate a general framework to unify all the two-phase

segmentation models [10, 11, 12]. In particular the concept

of fuzzy region competition [12] has inspired recent total

variational (TV) multiphase segmentation models [13, 14]

and the proposed model in this paper.

For multiphase intensity-based segmentation, hierar-

chical implementation has been proposed for piecewise con-

stant image [15, 6, 16], and also for piecewise smoothing

image [17]. The most common strategy for multiphase

intensity-based segmentation is to tackle the problem by

generalizing the existing two-phase models with more level

set functions [18, 19, 20, 21, 22, 23]. Multiphase tex-

ture segmentation is understudied and limited number of

models are available including hierarchical implementation

strategy [24], feature-based models [25, 26], and the recent

total variational models [13, 14]. The TV multiphase seg-

mentation models require a predefined stopping criteria

requested by the hierarchical strategy [24], and the need

of appropriate feature filters and also optimal filter pa-

rameters [25, 26]), as such there is a real interest to go for

further investigations with TV multiphase segmentation

models.

In this paper we will propose a general variational seg-

mentation model for multiphase texture / intensity seg-

mentation. In order to demonstrate the usefulness of the

proposed framework we will apply our new models to two

challenging retinal image segmentation problems which

represent two-phase and multiphase problems respectively.

A wide range of imaging techniques have been used in the

management of retinal disease and automated analysis of

retinal images is an active area [27]. We first consider the

segmentation problem of capillary non-perfusion (CNP)

regions in fluorescein angiography (FA) image of the retina

which is relevant to retinal ischemic diseases including vein

occlusion, ischaemic diabetic retinopathy (DR), malarial

retinopathy (MR) and so on. The second application is

on automated segmentation of the retina layers in optical

coherence tomography (OCT) images. OCT is an optical

analogue of ultrasound imaging and is capable of resolving

the individual retinal layers and enable researchers to look

for links between individual retinal layers and their clinical

relevance [28, 29].

The main contributions of this paper are: 1) a gen-

eral segmentation framework that unifies a wide range

of texture or non-texture segmentation models; 2) a fast

solver to solve the proposed model; 3) introduction of La-

grangian multipliers allowing that powerful parallel com-

puting techniques can be used to speed up the segmenta-

tion process implying its great potential for solving real

applications; and 4) applications to two retinal image seg-

mentation problems with good performance demonstrat-

ing the importance of texture segmentation in real-world

problems.

The remainder of this paper is organized as follows.

In Section 2 we briefly review some related segmentation

models, and propose a novel segmentation model and pro-

vide a stable and efficient minimization strategy for it.

In Section 3 we first present some experimental results

on synthetic and photographic images with comparison to

previous models, and apply the new models to two real
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segmentation problems and presented results of objective

evaluation. We conclude our paper in Section 4.

2. Models

Let Ω be a bounded open subset of Rd when d = 2 is for

two-dimensional (2D) images and 3 for three dimensional

(3D) images respectively. Let I : Ω → R be the given

grayscale image. The aim of multiphase segmentation is to

partition Ω into N regions Ωi, 1 ≤ i ≤ N where Ωi

∩
Ωj =

0, i ̸= j and
N∑
i=1

Ωi = Ω. ∂Ωi is the boundary for region

Ωi and we have ∂Ω =
N∪
i=1

∂Ωi. The general framework for

multiphase segmentation can be described as follows.

E(U,R) =
N∑
i=1

∫
Ω

g|∇ui|dx+
N∑
i=1

λ

∫
Ω

uiri(I, ui)dx, (1)

subject to

(i)
N∑
i=1

ui = 1, (ii) 0 ≤ ui ≤ 1, i = 1, · · ·, N. (2)

U = (u1, · · · , uN ) and R = (r1, · · · , rN ) are the mem-

bership functions and region terms respectively.
∫
Ω
g|∇ui|dx

is the weighted TV norm: g can be the edge map [30] or 1

by default for standard TV norm. The first term of the en-

ergy functional is the length of boundaries and the second

term is the region term. It is the use of different region

terms that affects the behavior of this model. If there is no

nonlinear relations between different ris (e.g. [31]), mul-

tiphase segmentation can be achieved by minimizing the

above energy functional. This formulation will be of some

help for a performance comparison with other method of

the same kind.

2.1. Two-phase Models

Classical two-phase models are the special case of (1)

where N = 2. For the Chan and Vese (CV) model [3], the

regions terms can be given as follows.

ri = (ci − I(x))2, (3)

where ci, i = 1, 2 are the mean intensity values in Ω1

and Ω2 respectively.

For the region competition model [8] and mutual infor-

mation model [1], the region term can be given

ri = − log(Pi|αi), (4)

The main difference between the model [8] and the model

[1] is in the way probability density function (PDF) is mod-

eled for the inner and outer regions Pi, i = 1, 2 respectively.

The first model [8] assumes that the PDFs are Gaussian

distributions while the later one [1] non-parametrically es-

timates the PDFs using the well-know Parzen window ap-

proach (for details please refer to [32]). As such the second

model [1] allows more flexibility to deal with a more wide

range of segmentation problems. The mutual information

idea is also used by Herbulot et al. for moving video object

segmentation [33].

One of the most recent local histogram models can

achieve global convex minimization and thus global op-

timal solution [2]. The related region terms can be defined

as

ri = W1(Pi, Px), (5)

where W1 is the Wasserstein distance with exponent 1. Pi

is the constant histogram to approximate and Px is the

local histograms in region Ωi. Notably, the Wasserstein

distance has been further generalized to arbitrary dimen-

sion and used in a more recent active contour model [34].

2.2. Multiphase Texture Segmentation Models

Li et al. proposed a multiphase texture segmentation

model using mutual information [13]. By relaxing uN =

1−
N−1∑
i=1

ui, the energy (1) is approximated by

E(U,P ) =
N−1∑
i=1

(∫
Ω

|∇ui|dx− λ

∫
Ω

ui log(
PN (I, uN )

Pi(I, ui)
)dx

)
.

(6)

This model is sensitive to initialization of membership

functions for N ≥ 3 problems. The strategy of relaxing
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the constraint uN = 1 −
N−1∑
i=1

ui makes the Nth phase de-

pendent on the other phases, which makes further general-

ization difficult. We remark that another model by Choy

et al. [14] uses hybrid region terms that combine spatial

and frequency information of regions, which may also be

studied in our proposed framework.

2.3. The Proposed Multiphase Segmentation Model

From our observations both the above multiphase tex-

ture segmentation models [13, 14] have merely considered

the mutual information based region term. Therefore our

first contribution of this paper is to advocate a model

that can generalize all the multiphase texture segmenta-

tion models as well as intensity ones by embracing the full

strength of the concept of fuzzy region competition (Note,

no previous effort has been made to generalize the local

histogram strategy [2] for multiphase segmentation yet).

Since the computational cost is usually high for multiphase

segmentation problem, therefore our second contribution is

to propose an efficient solver for the unifying model which

enables high performance computing for real-time appli-

cations in the future.

Following the principle of Euler-Lagrangian optimiza-

tion, by treating the constraint
N∑
i=1

ui = 1 explicitly, our

general variational model minimizes the following energy

functional

E(U,R) =
N∑
i=1

(∫
Ω

g|∇ui|dx+
1

2γ

∫
Ω

(1−
N∑
i=1

ui)
2dx

−λ

∫
Ω

uiri(I, ui)dx

)
.

(7)

Clearly comparing to previous work (6), our unifying model

allows a change of fidelity term ri from different mod-

els and permits the direct regularization of membership

functions for all N phases. The added regularization will

provide increased robustness in multiphase segmentation.

As mentioned, the above energy will lead to challeng-

ing nonlinear equations to solve. Here we propose a prac-

tical solution strategy. We first approximate the min-

imizing functional in (7) by introducing auxiliary vari-

ables. More specifically, auxiliary membership variables

V = (v1, · · · , vN ) are added to (7), and now E(U,R) will

be formulated as

E(U, V,R) =

N∑
i=1

(∫
Ω

g|∇ui|dx+
1

2γ

∫
Ω

(1−
N∑
i=1

vi)
2dx

+
1

2θ

∫
Ω

(ui − vi)
2dx+ λ

∫
Ω

viri(I, ui)dx

)
.

(8)

Here the convex form
∫
Ω
(ui − vi)

2dx is to force u and

v close to each other, and θ > 0 is a small parameter.

Alternating minimization of (8) against U , V , and R lead

to tractable solution methods. More specifically, While

keeping R fixed, U and V in (8) can be solved by the

following alternating optimization procedure.

Step 1. First, we consider the energy minimization

problem below to solve U with fixed R and V .

E1(U, V,R) =
N∑
i=1

(∫
Ω

g|∇ui|dx+
1

2θ

∫
Ω

(ui − vi)
2dx

)
.

(9)

This energy is tractable under Chambolle’s fast projection

algorithm [4] as follows,

ui(x) = vi(x)− θdivpi(x). (10)

Here pi can be solved by a fixed point method by initial-

izing p0i = 0,

pn+1
i =

pni + dt∇(divpni − vi/θ)

1 + dt
g |divp

n
i − vi/θ|

, (11)

where dt ≤ 1/8 is the time step. See [4] for more details.

Step 2. Second, we solve V with fixed U and R by

considering the energy minimization problem below

E2(U, V,R) =
N∑
i=1

(
1

2γ

∫
Ω

(1−
N∑
i=1

vi)
2dx

+
1

2θ

∫
Ω

(ui − vi)
2dx− λ

∫
Ω

viridx

)
.

(12)

For fixed R and U , the quantity V can be directly derived

by solving a system of linear equations. For simplicity the
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solution is given as follows,

ṽi = ui − λθri −
θ

γ +Nθ

 N∑
j=1

(uj − λθrj)− 1

 , (13)

vi = max {min {ṽi, 1} , 0} . (14)

2.4. The Overall Algorithm

Our algorithm can be summarized in the following steps:

• Initialization: Initialize ui and vi.

• Iteration

– Update ri, where ri can be in any form (e.g.,

(3), (4), (5) or any other);

– Update vi by (13);

– Update ui by (10);

– Terminate when ∥ Unew − Uold ∥≤ ϵ.

Here ∥ · ∥ denotes the Euclidean distance and ϵ is a small

positive number.

Compared to the two previous models [13] [14], the

most important strength of the proposed model is its gen-

erality and flexibility for dealing with different segmenta-

tion tasks. This is achieved by employing different types

of region term ri (e.g. (4), (5), (3)) as appropriate. For

further flexibility the first term in (1) can also be replaced

by other geometric scale measures.

3. Experimental Results

In this section we first perform proof-of-concept exper-

iments on our models and compare them with other exist-

ing ones on synthetic and natural images. Then we apply

our models to two real medical imaging applications and

evaluate against gold standard set by expert manual seg-

mentation. For simplicity, we denote the tested methods

respectively by

• M1 — Two-phase mutual information model [1]

• M2 — Two-phase local histogram model [2]

• M3 — Two-phase CV model [3]

• M4 — Li’s multiphase model [13]

• M5I — Our model with ri defined in (4)

• M5II — Our model with ri defined in (5)

• M5III — Our model with ri defined in (3)

We implement the M1, M2 and M3 by the fast dual

projection solvers rather than the original ones for compu-

tational efficiency. We only test them for two-phase seg-

mentation problems for which they are initially designed.

In all the experiments, some parameters are fixed as fol-

lows: g = 1, θ = 0.01, γ = 0.001, dt = 1/8 and error tol-

erance ϵ = 1e − 4, maximum iteration number of 10, 000.

λ is tuned towards the best possible results. Similarly,

when the M2 and M5II are used, the window size (W ) for

computing the local histogram is experimentally chosen

to handle different types of images. In general, when the

texture scale is large, a large window size is preferred and

vice versa. Different grayscale levels are used to show the

segmentation results.

3.1. Proof-of-concept Experiments

We first demonstrate that the proposed framework works

as expected, see Fig. 1 for illustration. In Fig. 1(a), we test

a synthetic noisy image as used in [13] where the distri-

butions for the foreground and the background are Gaus-

sian with different means and the same variance. Fig 1(i)

contains an images of natural scene. The task here is to

segment the zebra as the foreground. The intensity-based

models (M3 and M5III) only segment the strips of the ze-

bra’s body rather than the whole zebra. This experiment

demonstrates that intensity-based models such as the M3

and M5III cannot handle texture segmentation problem

while all the texture-based approaches have successfully

segment the zebra as expected.

In the second set of tests, we first test our proposed

framework (M5I, M5II and M5III) and M4 on two three-

phase texture segmentation problems, as shown in Fig. 2(a)
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(a) 1st image (b) M1 (c) M2 (d) M3 (e) M4 (f) M5I (g) M5II (h) M5III

(i) 2nd image (j) M1 (k) M2 (l) M3 (m) M4 (n) M5I (o) M5II (p) M5III

Figure 1: Experimental results on two-phase segmentation for synthetic and natural scene images. λ = 0.3 for all the experiments except for

M3 and M5III (λ = 10). Window size is 3 and 7 for the 1st and 2nd images respectively.

and 2(f), The M5I and M5II yield satisfactory performance

as expected while with the same initialization the M4 failed

for the first case (Fig. 2(b)). It is not surprising that the

M5III in general cannot handle textures well. We also ap-

ply our segmentation models to a composite image com-

prising five different textures from the Brodatz database

as is shown in Fig. 2(k), and our results are pleasing for

the M5I and M5II as shown in Fig. 2(m) and 2(j). Again,

the intensity-based model M5III fails to segment the im-

age correctly. The M4 also fails as the image is segmented

into four phases but not five. This might due to its sensi-

tivity to initialization as noted by the authors in [13]. It is

worth mentioning that for all the above experiments, we

only showed the original images and the results of different

segmentation methods for side-by-side comparison: visual

inspection of the segmentation results is still the most sim-

ple and intuitive way for comparison especially when there

is no reference standard available.

3.2. Two Retinal Image Applications

In this subsection, we apply our new models to two

retinal image segmentation problems which represent two-

phase and multiphase problems respectively. Objective

evaluation is a vital step in algorithmic development and

applications, and here we evaluate their performance against

the practical gold standard obtained from expert manual

delineations. For the readers’ interest, we will begin with

introducing the validation criteria, followed by presenta-

tion of the segmentation problems and our evaluation re-

sults.

In this work, the generalized Dice coefficient (GDC)

[35] is used for the purpose of validation (Matlab program

is implemented following the original paper). The GDC

can be defined as follows

GDC =

∑
k βk

∑
l αl

∑
i 2MIN(Akli, Bkli)∑

k βk

∑
l αl

∑
i(MAX(Akli, Bkli) +MIN(Akli, Bkli))

.

(15)

In (15), i is the pixel index in the images, l represents

the label index and k denotes image pairs. Akli and Bkli

represent pixel label values in a pair of segmentation im-

ages having values in the range [0, 1]. The MIN() and

MAX() operators are the intersection and union of fuzzy

sets respectively. The parameter αl affects the relative

weighting of different labels. With αl = 1, labels with

larger volumes Vl (areas) contribute most of the overlap.

In the case αl = 1/Vl, it will make the relative weighting

of different labels equal. If αl = (1/Vl)
2 it gives labels of

smaller volume higher weighting. βk is the relative weights

for different images and is set to 1 by default. The GDC

is an overall measure of consistency over multiple labels

on all the images under consideration. For k = 1 and

l = 1, the GDC becomes the standard Dice coefficient.

GDC ranges from 0 (no agreement) to 1 (perfect agree-

ment). It is generally accepted that a GDC value higher
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(a) Original image (b) M4, λ = 0.3. (c) M5I, λ = 0.3. (d) M5II, λ = 0.3,

W = 7.

(e) M5III, λ = 100.

(f) Original image (g) M4, λ = 0.5. (h) M5I, λ = 0.5 (i) M5II, λ = 0.5,

W = 5.

(j) M5III, λ = 50.

(k) Original image (l) M4, λ = 0.3. (m) M5I, λ = 0.3. (n) M5II, λ = 0.1,

W = 7.

(o) M5III, λ = 100

Figure 2: Experimental results of multiphase segmentation.

than 0.70 indicates excellent agreement when considering

performance of segmentation techniques [36].

3.2.1. Segmentation of Capillary Non-perfusion Regions

Our first application is automated segmentation of cap-

illary non-perfusion regions in FA images. The retina de-

mand extremely high energy and nutrients and in par-

ticular its sensory cells (photoreceptors) have the highest

metabolic rate amongst all cells of the body. A sufficient

blood supply is essential to provide it a good delivery of

nutrients and elimination of waste products. Retinal ves-

sel structure can be compromised due to the pathogenesis

of a wide spectrum of retinal ischemic diseases and CNP is

a hallmark common to all of the aforementioned diseases.

CNP can be best detected using FA images [37], where a

series of images of the retina are taken after injection of a

fluorescent dye into the arm of the patient. FA remains the

standard diagnostic imaging technique for visualizing the

retinal vasculature and in making treatment and manage-

ment decisions. The assessment of FA remains a subjective

process and also extremely difficult for untrained eyes to

spot these traits. Therefore it is highly desirable to design

an algorithm that can assist quantitative analysis of FA

images in an automated manner. So far only few previous

work concerning CNP detection has been published in the

literature [38, 39]. Due to loss of capillaries, the CNP re-

gions have a relatively dull appearance, see Fig. 3(a) for

MR and 3(k) for DR, which indicates that texture strategy

is appropriate for consideration.

In this experiment 25 sub-images are obtained with

a size of 256 by 256 pixels. Boundaries of all the CNP

regions within them are delineated manually by a retinal

specialist for the purpose of evaluation, as shown in the

second column in Fig. 3. Here we apply all the three

strategies (M5I, M5II and M5III) and the results are shown
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in the third, fourth and fifth column of Fig 3.

Of three methods, the M5II yields the best GDC value

(0.609) followed by M5I (0.604) showing they have sim-

ilar good performance. On the other hand, the M5III

only has a relatively fair agreement (0.493) and actually

failed to distinguish the CNPs from non-CNPs in most

cases. Further statistical analysis is also performed on

the Dice coefficient of each image (special case of GDC

when k = 1 and l = 1) and the result shows that there

was a statistically significant difference between groups

as determined by one-way analysis of variance (ANOVA)

(F (2, 72) = 6.127, p = 0.003). A Tukey post-hoc test re-

vealed that the Dice coefficient value is statistically signif-

icantly higher by using the M5I (0.590± 0.142, p = 0.018)

and M5II (0.608 ± 0.123, p = 0.123) compared to the

M5III (0.474 ± 0.172, p = 0.005). There were no sta-

tistically significant differences between the M5I and M5II

(p = 0.906).This experiment proves the strength of tex-

ture segmentation models, and only these models (M5I

and M5II) will be further evaluated in the subsequent ex-

periment.

It is worth mentioning that during discussion with clin-

icians that they feel it is very challenging to delineate all

the CNP boundaries because of the variations in size, con-

trast and appearance of other pathologies. In this study,

manual delineation has been used as a gold standard, which

may be sub-optimal. It is important to establish and eval-

uated the reproducibility and repeatability of manual de-

lineations in the future. On the other hand, inconsistency

of manual grading of CNP is one of the motivations for

automated segmentation.

3.2.2. Segmentation of Retinal Layers in OCT

In our second application we will consider automated

segmentation of the main retinal layers in OCT images, as

shown in in the first column of Fig. 4. OCT is an indis-

pensable tool for diagnosis and management of ocular dis-

eases and in particular retinal diseases, including DR, age-

related macular degeneration and glaucoma (three leading

causes of vision loss worldwide). Automated detection and

quantitative analysis of retinal layers is an important chal-

lenge due to their significance in the management of eye

disease. Although a number of intensity-based segmen-

tation approaches have previously be described, such as

graph approach [27], heuristic approach based on gradient

information [40], active contour [41], automated retinal

layer segmentation remains an open problem principally

due to challenges within the image including for exam-

ple inherent speckle noise, intensity inhomogeneity within

different layers, and disturbance of layers complicated by

pathology.

We will only consider segmentation of the main reti-

nal layers in the foveal area of the retina. The fovea is

the center of the retina and provides us with the essential

sharp vision and color vision. Three major layer struc-

tures can be seen all the time in this area. From the in-

nermost layer to the outermost are: (i) the inner retina;

(ii) the outer retina, and (iii) the retinal pigment epithe-

lium (RPE)/Bruch’s complex. The first band looks rel-

atively bright (hyper-reflective), but less than the third

band. The second band has similar view of the area imme-

diately next to the RPE/Bruch’s complex corresponding

to the choroid. The dark (hypo-reflective) area on the top

corresponding to the vitreous and the area at the bottom

have the similar appearance of low intensity. This parallel

anatomical arrangement suggests that a three-phase seg-

mentation model is sufficient to address this problem with

the help of simple region operations afterwards. Note, the

other structures such as the vitreous and the choroid have

also been obtained, which could be further explored for

their value in management of disease.

A total of 18 OCT images of the fovea region are col-

lected from OCT scans acquired on a Spectralis HRA+OCT

device (Heidelberg Engineering, Heidelberg, Germany). Each

image has a size of 256 by 128 pixels and the boundaries

of three layers are delineated manually by a clinical expert
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(a) Original image. (b) Manual delin-

eation.

(c) M5I, λ = 0.3. (d) M5II, λ = 0.1,

W = 3.

(e) M5III, λ = 100

(f) Original image. (g) Manual delin-

eation.

(h) M5I, λ = 0.3. (i) M5II, λ = 0.1,

W = 3.

(j) M5III, λ = 100

(k) Original image. (l) Manual delin-

eation.

(m) M5I, λ = 0.3. (n) M5II, λ = 0.1,

W = 3.

(o) M5III, λ = 100

Figure 3: Experimental results of CNP segmentation.

Table 1: Agreement between the program and manual delineation.

Vl is the average size of two measures of label l.

M5I M5II

Weight 1 1/Vl (1/Vl)
2 1 1/Vl (1/Vl)

2

GDC 0.783 0.775 0.766 0.787 0.780 0.774

as gold standard. Labels of each layer are generated from

their delineations and shown in the images of the second

column of Fig. 4. We apply the M5I and M5II models

to all the images and our experiments have yielded con-

vincing results. Excellent agreement is observed for both

strategies (GDC values over 0.75 for all three weighting

schemes), as shown in Table 1. The M5II again gives

slightly better results than the M5I, but not statistically

significant (Mann-Whitney U test, p > 0.05).

4. Conclusions

Multiphase texture segmentation problem presents a

significant challenge in the field of image segmentation. In

this paper we have proposed a unifying model for multi-

phase texture segmentation by generalizing the concept of

fuzzy region competition. As such our new model provides

the flexibility of using different region terms to guide the

segmentation as required by specific segmentation crite-

ria. Constraints of the membership functions are elegantly

handled by Lagrangian multipliers in our energy minimiza-

tion functional. The functional is solved by a fast global

minimization strategy. The mutual information based and

local histogram based strategies have been used to demon-

strate texture segmentation while the CV region term has

been used to demonstrate its capability to be generalized

for other applications. Other strategies such as smooth in-

tensity models can also be readily included in the future.
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(a) Original image. (b) Manual delineation. (c) M5I, λ = 0.3. (d) M5II, λ = 0.3, W = 5.

(e) Original image. (f) Manual delineation. (g) M5I, λ = 0.3. (h) M5II, λ = 0.3, W = 5.

(i) Original image. (j) Manual delineation. (k) M5I, λ = 0.3. (l) M5II, λ = 0.3, W = 5.

(m) Original image. (n) Manual delineation. (o) M5I, λ = 0.3. (p) M5II, λ = 0.3, W = 5.

Figure 4: Experimental results of OCT segmentation.

An advantage of our model is that it explicitly determines

all the regions during the optimization process, such that

advanced computing techniques such as parallel comput-

ing can be introduced to speed up the process.

Our application to the synthetic and natural imaging

data have demonstrated comparable, if not better, results

when compared to the previous models. We have also

applied the proposed models to two challenging segmenta-

tion problems encountered in retinal image applications to

demonstrate the strength of texture segmentation in tack-

ling real-world problem. For both applications the gen-

eralized overlap measure analysis has demonstrated good

agreements between the results from our approach and

the manual segmentations. Our experimental results have

showed that the M5II performed slightly better than M5I

but the difference is not statistically significant. For the

CNP segmentation we are considering to apply our new

models to a large dataset and to explore its potential as a

powerful tool in management of ischemic retinal diseases.

For the retinal layer segmentation in OCT images, so far

we only considered segmentation of the three major bands

of the retina which are always observable in the fovea re-

gion, as is shown in Fig. 4(m) and 4(i). The current work

can provide us with a good starting point to explore seg-

mentation of all the retinal layers. We also plan to extend

our work to 3D segmentation to address the challenge in

volumetric data analysis.

One of the challenges of the segmentation using itera-

tive strategy is the computational cost. So far our program

has not been optimized for speed and this is part of the

10



reasons we only considered images with relatively small

size for both real applications. We envisage that further

optimization can be achieved by hardware such as graphic

processing unit (GPU) or software techniques in the fu-

ture.

In summary, we have proposed a unifying segmentation

model enabling multiphase segmentation and our experi-

mental results from two retinal image segmentation ap-

plications have demonstrated its readiness for real world

applications. It is expected as a generic multiphase seg-

mentation tool it will find wider applications.
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